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Abstract
Following the success of deep learning (DL) in research, we are now witnessing the fast and widespread adoption of artificial 
intelligence (AI) in daily life, influencing the way we act, think, and organize our lives. However, much still remains a mystery 
when it comes to how these systems achieve such high performance and why they reach the outputs they do. This presents 
us with an unusual combination: of technical mastery on the one hand, and a striking degree of mystery on the other. This 
conjunction is not only fascinating, but it also poses considerable risks, which urgently require our attention. Awareness of the 
need to analyze ethical implications, such as fairness, equality, and sustainability, is growing. However, other dimensions of 
inquiry receive less attention, including the subtle but pervasive ways in which our dealings with AI shape our way of living 
and thinking, transforming our culture and human self-understanding. If we want to deploy AI positively in the long term, a 
broader and more holistic assessment of the technology is vital, involving not only scientific and technical perspectives, but 
also those from the humanities. To this end, we present outlines of a work program for the humanities that aim to contribute 
to assessing and guiding the potential, opportunities, and risks of further developing and deploying DL systems. This paper 
contains a thematic introduction (Sect. 1), an introduction to the workings of DL for non-technical readers (Sect. 2), and a 
main part, containing the outlines of a work program for the humanities (Sect. 3). Readers familiar with DL might want to 
ignore 2 and instead directly read 3 after 1.
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1 Introduction

With the introduction of deep learning (DL) in around 2006 
[1–3], the field of artificial intelligence (AI) entered what 
has proven to be its most impressive period of advancement. 
The methods introduced with DL perform remarkably well 
in identifying complex patterns in large data sets to make 
predictions. Today, DL has found its way from research into 
our daily lives in a multitude of applications [4, 5], such 
as Internet searches, translation apps, face recognition and 
augmentation on social media, speech interfaces, digital art 
generation, and chatbots. It can achieve enormous good, 
e.g., by preventing secondary cancer through improved 
medical imaging [6]. Other recent advances have further 
demonstrated the astonishing capacities of DL: generative 
AI models caught public attention by producing striking 
images from text prompts (e.g., ‘DALL-E 2’ and its open-
access brother ‘Stable Diffusion’, as well as ’Midjourney’ 
[7–9]), while generalist models (e.g., ‘GATO’ [10]), and the 
unprecedented utility of multimodal ‘large language models’ 
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(LLMs), create the impression that we are getting closer to 
building so-called ‘artificial general intelligence’ (AGI): an 
engineered human-like or even superhuman intelligence [11, 
12]. Language models respond so persuasively to prompts 
and questions by human inquirers that some already think 
they exhibit some kind of sentience, and others believe that 
they will in the near future [13–15]. LLMs, such as ‘Chat-
GPT’, have quickly become an integral part of the work and 
everyday life for many people. They have already passed 
bar examinations (e.g., the US Uniform Bar Examination 
for lawyers [16]).

Despite these successes, our theoretical insight into why 
DL performs so well is still shallow, and some of its success 
remains a mystery [17–23]. As a consequence, engineer-
ing DL models involves a substantial amount of trial and 
error. From a theoretical perspective, in many ways, it is 
guesswork: while the end product often works seamlessly 
(although there are glitches, and these systems have the sig-
nificant problem of not being able to recognize where they 
are wildly wrong), getting to a working system can involve 
substantial and creative experimentation on the part of the 
engineers. Some have even labeled the process as ‘alchemy’ 
or ‘magic’ [24–30]. Moreover, the complexity of the prob-
lems solved with DL requires use of highly complex mod-
els that are incomprehensible to humans. This confluence 
of technical mastery and mystery in DL applications—of 
remarkable capacities that defy our capacity to understand 
them—has been observed to lead to what we might call an 
‘enchanted perception’ of the technology in segments of the 
scientific community and the broader public [31]. Trans- 
and posthumanist accounts further radicalize expectations 
of what such technologies can achieve (or become) by 
describing future visions of ‘uploaded’ minds, an artificial 
“super intelligence” [32, 33] or a “technological singular-
ity” [34–37]. Not surprisingly, the astonishing performance 
of DL applications has given rise to anthropomorphisms 
and even a longing for—or fear of [38]—superhuman tech-
nology. The speed, scope, and intensity with which DL is 
influencing our societies press for a closer inspection and 
assessment involving a plurality of perspectives.

1.1  A call to assessment from a humanities 
perspective

As DL is increasingly implemented in critical fields such 
as healthcare, insurance, criminal justice, and hiring, as 
well as financial markets, the problem that we often lack 
an explanation for how automated decisions are made in 
such situations is rendered more urgent. Recent legislation 
in the European Union [39] states that individuals have the 
right to an ‘explanation’ if they are affected by an automated 
decision-making process. This is a critical step in the collec-
tive regulation of such technologies in light of their societal 

impact [40–42]. Next to such concerns, engineers also have 
technical reasons for wanting to understand the input–out-
put relations with greater clarity for the sake of increasing 
efficacy and robustness. This has led to a growing body of 
research on model interpretability in the emerging field of 
‘explainable artificial intelligence’ (XAI) [43–49]—which 
is sometimes also referred to as ‘intelligible’ [50, 51] or 
‘reviewable’ AI [52] (on this, see also the contributions of 
the ‘National Institute of Standards and Technology’, www. 
nist. gov). Knowing why a system performs the way it does 
helps both to counter biases and to understand malfunctions, 
thus enabling us to improve the technology. However, bold 
claims about ‘explaining’ DL models often fail to do justice 
to the gap between the kind of explanation provided and the 
kind needed [49, 53]. Overpromising what can be explained 
might prove to be a bad strategy, risking a loss of confi-
dence and support for AI research if the technology does not 
deliver on the promises immediately. Not long ago, such a 
pattern—with disappointment over lack of trustworthiness, 
robustness, and comprehensibility in particular—led to talk 
about another ‘AI winter’ [54, 55], i.e., a period of low fund-
ing and thus low resources invested in AI research. While 
this has largely passed out of sight with the recent success 
of generative AI [56], societal, political, and ecological 
concerns remain essential [57] and have, for example, led 
to bans on facial recognition, and a consequent slowing of 
research in that area [58]. We are currently seeing initiatives 
for banning some generative AI applications (successful in 
some cases) worldwide and in many institutions.

The mystery that surrounds DL involves a yet more fun-
damental and more subtle danger, namely the premature 
confusion of human intelligence with purely computational 
and probabilistic processes and vice versa [59, 60]. The dan-
ger here is conceptual and methodological confusion, with 
socio-political consequences. As well as the risk of con-
fused thinking, it also renders difficult the practical task for 
distinguishing between human beings, AIs, and robots, and 
thus conflicts with the democratic organization of our socie-
ties around the unique worth and dignity of human beings. 
If we are but machines, then why grant us special status 
among other machines [61–64]? Although the confusion 
of human beings with machines, and especially computers, 
has a long history [65–68], notable recent achievements in 
DL have greatly contributed to the myth of the ‘electronic 
person’—as seen, for instance, in a work by the European 
Commission to address the status of sophisticated robots in 
terms of ‘persons’ [69]. Much of this cross talk between reg-
isters—the computer and the human—is in danger of spawn-
ing jingle-jangle errors. Historically, it stems from the fact 
that it was an analogy drawn from biological learning, in 
the form of neural networks that inspired the original core 
principles underlying DL [70, 71]. Thus, the perceived com-
parability of human and computational forms of intelligence 

http://www.nist.gov
http://www.nist.gov
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has propelled the anthropomorphization of DL language 
[72–74]. Now running in the opposite direction, definitions 
of intelligence in purely technical terms [75, 76] are often 
projected back onto humans and perceived as the norm of 
intelligence tout court [77–80]. Evidence that ‘intelligence’ 
and other characteristics of the mind can indeed be modeled 
as computational processes seem to be increasing [81], as 
DL models continue to deliver impressive results (notable, 
for instance, in the tendency to ascribe previously unknown 
‘creativity’ to AI-generated ‘art’ [82]).

If we want to harness the promise of DL and create a 
fruitful and humane future with these technologies, it is 
crucial and urgent that we think through the implications of 
DL not only from the technical perspective of science and 
engineering, but also from a more encompassing humanities 
perspective. The reason for this is that our understanding 
of, and interactions with, technology is always inextricably 
linked with negotiating human self-understanding [83]. Care 
and thought must be given to making sure that our technolo-
gies do not ultimately hollow out human values, forms of 
sense making, and resources that motivate action from under 
us—Bernard Stiegler analyzes how digital technologies tend 
to undermine and even eliminate reflection and questioning 
of their development. Having this in mind, one of the key 
tasks for the humanities is to deliberately and carefully think 
about the conditions under which we can relate to technol-
ogy in a more fruitful, livable, and humane way [84]. Thus, 
the future we will create with DL ultimately depends on our 
understanding of the technology, our view of human beings, 
and the values which guide us in the assessment, design, and 
deployment of technology.

1.2  How to read this paper

This paper sketches some important points of a work pro-
gram for the humanities on how to assess and guide the 
potential, opportunities, and risks of further developing DL. 
In Sect. 2, we provide a brief and up-to-date introduction of 
the known and unknown aspects of DL, written with non-
technical readers in mind. This should provide them with 
realistic technical bearings without requiring any under-
standing of the mathematics involved. Sections 2.1 to 2.4 
provide the basic theory of DL, its workings and inevita-
ble limits, and potential errors, also with respect to recent 
transformer models behind systems like ChatGPT, while 
Sect.  2.5 refers to some gaps in this theory. Readers already 
familiar with these concepts might want to skip Sect. 2. In 
Sect. 3, we identify some pressing issues that require atten-
tion from a humanities perspective. This includes differen-
tiating between the ‘human’ and the ‘technological’ factors 
in ethical AI assessments (Sect. 3.1), efforts to contextual-
ize DL more broadly (Sect. 3.2), and exemplary resources, 
provided by the humanities in dealing with questions arising 

from DL deployment (Sect. 3.3). We want to underline here 
that in pointing to certain weaknesses, inherent theoretical 
limits, and societal challenges associated with DL, we are 
not advocating a universally pessimistic stance toward digi-
tal technologies, AI, and DL in particular [85]. We are rather 
suggesting that a realistic picture is necessary if we want to 
harvest the benefits, avoid the perils, and prevent a disillu-
sioning halt for AI research.

2  Deep learning: an introduction 
for the uninitiated

DL is a form of machine learning [86], which itself is a form 
of AI [87]. Machine learning is usually categorized into 
supervised learning, unsupervised learning, and reinforce-
ment learning. In supervised learning, a model is trained for 
a specific task based on labeled data (i.e., it is given input 
examples and corresponding desired outputs). For instance, 
if a model is to predict whether an image of human skin 
contains a malignant melanoma, it is trained on many exam-
ple images with known ‘ground truth’, i.e., labeled correctly 
as ‘contains melanoma’ or ‘does not contain melanoma’. 
In unsupervised learning, patterns are determined in unla-
beled data, with data clustered and grouped by the DL sys-
tem without reliance on predefined labels. Strictly speaking, 
using parts of the data itself as labels (e.g., predicting the 
upper half of an image from its lower half or the next word 
in a given text), which is the predominant learning paradigm 
for large-scale models, would also fall under this definition, 
but is called ‘self-supervised learning’ instead because 
methodically it uses methods from supervised learning. In 
reinforcement learning, a DL ‘agent’ is trained to interact 
with its environment to achieve a certain goal based on a 
punishment–reward mechanism. Reinforcement learning is 
mostly used in robotics, games, or wherever interaction is 
required of the agent, so recently also in chatbots. In this 
paper, we only consider supervised learning, since this type 
of machine learning method is the most widely used and, 
by a large margin, responsible for the current successes of 
DL. A basic understanding of supervised DL carries far in 
assessing the potential of the other learning paradigms.

Outlook on this section: In what follows, we outline the 
fundamental workings of DL by introducing artificial neural 
networks (ANNs), which comprise the core building block 
of any DL system (Sect. 2.1). We then elaborate how they 
work by means of ‘universal approximation’ (Sect. 2.2). 
Next, we analyze a set of inevitable errors that apply to 
every such system, based on their architecture and training 
algorithm (Sect. 2.3). Section 2.4 aims, more specifically, 
to familiarize readers with the core concepts of current gen-
erative language models, like ChatGPT. The last Sect. 2.5 
introduces some open questions in the theory of DL.
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2.1  Artificial neural networks

ANNs are the fundamental building blocks of DL (for papers 
written at the origin of ANNs, see [88–90]; for a historical 
summary, see [91], and for a contemporary introduction, 
see [92]). To understand the basic principles of DL, one has 
to grasp how a basic ANN works: it consists of input units, 
hidden units, and output units, connected in a sequence of 
layers (see Fig. 1) that between them encode a mathematical 
function. In more technical terms, we have a layered network 
of computationally simple units, which is trained to approx-
imate a complex function that maps any desired input to 
any desired form of output (called the ’target space’). As an 
example, an ANN could classify images showing handwrit-
ten digits into the represented digits 0 to 9 (this is a classic 
problem in, for instance, the task of processing bank cheques 
automatically [93]). In this case, the input would contain the 
grayscale pixel values of an image (each unit representing 
the shade of a single pixel), whereas the output would con-
sist of ten values (units) representing the probabilities that 
the image shows the respective digits. As one can see, the 
input and output layers are chosen to represent something 
meaningful (in this case, images and the respective digits), 
while what is going on in the hidden layers remains hid-
den (as the name suggests) and is usually highly complex. 
When properly trained, the ANN, upon receiving an input, 
will send a much stronger output signal to the correct out-
put channel than it will to the other incorrect outputs, thus 
indicating the correct digit or ‘class’).

Disassembled into its basic building blocks, all that an 
ANN does is a string of simple calculations: no mystery, no 
magic, no alchemy. In the next step, we want to assess these 
workings on a higher level of abstraction, where things begin 
to be more complex.

2.2  Universal approximation

Through a process of sequentially altering the parameters 
of an ANN (which is to say, how the elements of one level 
feed into and trigger activations in the following level), it 
can potentially approximate any input–output relation. 
That may be, for instance, a very simple one, like, e.g., the 
relation between the distance traveled and money spent 
on gasoline, or more complex ones, like, e.g., the relation 
between images showing handwritten digits and the repre-
sented digits, or even—at the upper limit of what has thus far 
been attempted—between a protein sequence and the three-
dimensional structure to which it folds [94]. How do such 
approximations work?

Approached in terms of the universal approximation 
theorem, an ANN encodes a function that can theoretically 
approximate any relation between two variables with arbi-
trary precision [95–97]. The function encoded by an ANN 
is defined solely by the values of its parameters (i.e., the 
weights between units in any layer and those in the next 
layer). Before training, the input–output relation of an ANN 
is random, based on the randomness of the newly initialized 
parameters. After training, that once random constellation 
is trained to yield astonishing results. To understand this 
mapping from input to output as a single function, let us 
consider the example of the handwritten digits again. First, 
all pixel values of an input image are lined up (one row of 
the image after another to form one long sequence) such 
that they correspond to the form of the input layer in Fig. 1. 
To better understand the workings of an ANN, every unit in 
the input layer (every pixel) can be thought of as an axis in 
multidimensional space. The value of a unit (pixel value) 
then defines a position on this axis. As the input consists 
of multiple units, the input image can be thought of as one 
point in this multidimensional data space (see Fig. 2). Shift-
ing this point along one axis corresponds with altering the 
value of one pixel. Picking a random spot in data space cor-
responds with an image consisting of random pixel values. 
The dimensionality of the data space is usually very high. 
If an image has, say, 28 × 28 pixels, then all pixels together 
define a single point in 282 = 784-dimensional data space. 
The same is true for the units at any layer in an ANN, i.e., 
they all describe a single point in a multidimensional data 
space. Going from a layer with fewer units to a layer with 
more units thus corresponds to expanding the data space. 
Going from a layer with more units to a layer with fewer 
units corresponds to collapsing the data space. Based on the 

Fig. 1  Illustration of an ANN with two hidden layers h(1) and h(2) . The 
mapping from input to output is shown from left to right. The input 
and output consist of an array of numbers, respectively, e.g., cor-
responding with the pixel values of an image. Each hidden unit h(i)

j
 

computes a weighted summation of values of preceding units (shown 
with solid arrows) and then passes it through a non-linear step func-
tion (this can be thought of as a threshold that the sum of inputs either 
passes or not, inspired by a biological neuron either firing or not). The 
weights are called the parameters of an ANN
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insight that meaningful inputs, such as images, can also be 
represented by points in space, it becomes easier to see that 
the relationship between input and output is a mathematical 
function. As every ANN encodes a function, it defines how 
the data space transforms, expands, and collapses from input 
to output, such that every input example transforms into an 
output example. This is also true for language models, as 
elaborated in Sect. 2.4.

In practice, stacking many hidden layers (the number of 
layers between the input and output layers), i.e., increasing 
the depth of an ANN, has been shown to massively increase 
the capacity to approximate complex input–output relations 
[20, 98–101]. This finding lies at the heart of DL: as the 
name suggests, the ‘deep’ in DL stands for the use of ANNs 
with many hidden layers. Since every hidden layer encodes 
a function itself, the function encoded by the deep ANN 
consists of a succession of functions (data space transforma-
tions), each cascading into the next. Although theory con-
firms that a single hidden layer would be sufficient to achieve 
the necessary transformation or linkage (if arbitrarily wide), 
the stacking of many hidden layers has shown to be far more 
efficient [98, 102].

Although the benefit of deep models over shallow ones 
is still not really explained satisfactorily, a widely supported 
theory suggests that the benefits lie in their compositional 
structure: data representation gradually progresses through 
the layers from rudimentary to more complex aspects, 
sequentially converging on the salient features in the data 
(as observed in [103, 104], with explanatory approaches 
proposed in [18, 105–107] and summarized in [92]). Fig-
ure 3 shows the effect that this feature abstraction has on 
classification capabilities, while 4 visualizes the respective 
features themselves.

Thus, the power of deep ANNs lies exactly in their capac-
ity to approximate high-dimensional and complex (highly 

non-linear) functions by means of successive data space trans-
formations, combined with the property that these functions 
can be fitted to data, i.e., trained for specific tasks. Crucially, 
the true input–output relation underlying the task does not 
need to be known; it suffices to provide enough examples of 
input–output pairs (indeed, given the complexity of relations 
between elements in one hidden layer and the layer below 
it, such knowledge seems more or less impossible to obtain 
anyway). ANNs, thus, can extract complex patterns and pro-
vide human-accessible outputs that represent the underlying 
patterns in some meaningful way. For example, the complex 
patterns underlying images that show dogs or cats are trans-
formed into two values only, representing the probabilities of 
the image to show a cat and a dog, respectively.

We have now seen that ANNs, on a more abstract level, 
can exhibit very complex functions, whose meanings, how-
ever, remain opaque to human insight due to their complex-
ity. We can understand them on the lowest possible level, 
e.g., mathematically, but then miss the semantics of the 
operations that connect to meaningful concepts of human 
experience. Or, we can understand them on the highest pos-
sible level, e.g., mapping images of animals to the catego-
ries ‘cats’ and ‘dogs’. But we cannot understand it in any 
way comparable to how something like this is achieved by a 
human. Thus, we can either achieve a superficial or a purely 
numerical understanding. But there is no explanation, on 
a meaningful intermediate level, of the ‘reasoning’ behind 
the level-by-level data space transformations, the performed 
abstractions, and the salient features identified. The com-
plexity of the ANN itself, which enables it to automatically 
extract highly complex relationships from highly complex 

Fig. 2  Representation of an input image by a point in space. On the 
left is an image showing the handwritten digit ‘5’. Imagine that only 
three pixels are fed into the input layer of an ANN (the following lay-
ers are not shown), represented by their grayscale value between 0 
and 1. On the right, the input units are shown as axes and the unit val-
ues as positions on these axes. Thus, one point in three-dimensional 
space represents the three input pixels. Similarly, all the 784 pixels 
can be represented (although not visually illustrated) in 784-dimen-
sional space

Fig. 3  Effect of the data space transformations within an ANN that 
classifies images into ten classes, such as ‘plane’, ‘car’, ‘bird’, ‘cat’, 
etc. Every point in the plots corresponds to one image. Colors repre-
sent the respective class. Looking at the data representation at differ-
ent hidden layers h(14) to h(60) , one can see that the data is transformed 
in a manner that allows for easier separation of classes. The plots are 
taken from Hoyt and Owen [108] with permission and are obtained 
from real data. Note that to visualize an image in two dimensions, an 
algorithm was used that produces a low-dimensional representation 
such that distances between 2D points are reflective of the distances 
between the original (i.e., high-dimensional) images
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data and thus is its biggest strength, is also its weakness, 
as it causes the opacity as to how that works. To keep this 
introduction concise, we will skip the details of how an 
ANN can be fitted to data, i.e., how it can be trained to 
approximate a useful function. Here, we rather want to give 
a general idea (see Sect. 2.3 below) and then show how a 
fully trained ANN inevitably deviates from its theoretical 
optimum of universal approximation. In other words, we 
present to the reader errors of trained DL models, which are 
unavoidable given their current architecture. When assess-
ing DL from a humanities perspective, it is critical to keep 
these errors in mind, as they might bear on every DL model 
and application.

2.3  Inevitable errors of trained deep learning 
models

Training an ANN requires the definition of a penalty (com-
monly referred to as the ‘loss metric’ or ‘cost’) that indi-
cates the difference between the output produced by the 
model in response to a certain input and its corresponding 
target value (the known ground truth). If the output resem-
bles the target, the penalty is small. The more the output 
deviates from the target, the higher is the penalty. During 
training, the penalty is minimized by altering the underly-
ing model parameters. This is an iterative process, which 
arrives at an increasingly better model through a mathe-
matical method called ‘gradient descent’ (which ultimately 
is an implementation of the ‘chain rule of differentiation’ 
taught in school to 11th graders). This is necessary because 

the optimal model parameters cannot be known, or directly 
calculated, in advance. Thus, every example ‘shown’ to the 
ANN (each input–output pair) provides some small degree 
of additional information about the direction in which each 
parameter should be nudged to slightly decrease the penalty, 
which is to say, to increase the performance of the model. 
After many iterations, this optimization process arrives at 
smaller and smaller penalties with the model parameters 
found so far, such that further iterations become negligi-
ble. However, since the lowest possible penalty and the 
optimal model parameters are not known, there is no cer-
tainty that training has reached the optimum or is as close 
to the optimum as it could achieve. Even if this optimum 
were reached for a particular ANN architecture, it is, in 
fact, theoretically impossible to arrive at an ANN perfectly 
solving a given task of sufficient complexity (i.e., without 
the slightest error, see below), although the current state 
of DL theory suggests that any found optimum should be 
‘good enough’ in practice [92]. The empiricist process of 
iterating through examples and nudging model parameters 
thus involves inevitable errors. These can be categorized 
as follows.

Bayes error: The success of predicting an output based 
on a certain input is grounded in a sufficient correlation 
between the input variable and the output variable. If, there-
fore, we wanted to predict the duration of stay at the ICU 
based on a patient’s shoe size, even the best model would 
fail, since the two variables are not correlated in any mean-
ingful way. The Bayes error is inevitable since no practical 
machine learning task is based on perfect correlation.

Fig. 4  Progression of data representation in the DL network ‘Goog-
LeNet’ [109]. GoogLeNet is an instance of a convolutional neu-
ral network (CNN), which achieves state-of-the-art performance in 
image analysis tasks (for an accessible introduction, see [110]). The 
shown images were achieved by fixing the trained model param-
eters and instead optimizing the pixel values of the input image in a 
manner that maximizes the response of certain hidden channels (in 
CNNs, convolutional layers usually consist of channels, which con-
sist of units). Thus, the obtained images show what the respective 

channels are detecting, i.e., how the respective channels represent 
input images. Going from lower to higher layers, we see that channels 
represent edges, then textures, then patterns, then parts, then objects, 
such as archways and eyes. We can see that the image representations 
in higher layers serve to simplify classification. Detecting cars based 
on raw pixel values or edges, for example, is hard, but detecting cars 
based on channels that represent objects, such as tires, lights, and 
streets (and ultimately cars themselves) is much easier. These images 
are taken from Olah et al. [111] with permission
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Approximation error: If an ANN model is to fit data, 
it needs to exhibit a level of complexity that allows for a 
sufficiently close fitting, i.e., it must suffice to represent the 
underlying distribution in a meaningful way. In practice, no 
ANN model is arbitrarily complex, and thus no model can 
map arbitrarily complex relations. This error is also called 
the ‘bias’ of a model. An under-complex, i.e., biased, model 
will be ‘off’ in a systematic way (think of a straight line 
that will be systematically wrong in predicting any periodi-
cal function), being unable to fit the more complex training 
data entirely accurately. A model with high bias is therefore 
said to be ‘underfitting’ the training data. Models with a 
small number of parameters are particularly prone to this 
error when used with large-sized training sets with high-
dimensional data.

Estimation error: A further inevitable error is due to 
training data not representing the underlying data distribu-
tion (input–output relation) adequately. That is to say, one 
can only train an ANN on some, often very small, subset of 
all possible examples. This error is inevitable because there 
exist no relevant machine learning tasks where all possible 
data pairs are accessible (such that the underlying distribu-
tion is fully known). The estimation error is called the ‘vari-
ance’ of a model, since with varying training data, models 
with different blind spots would be produced, correspond-
ing to different weaknesses. A model with high variance is 
said to be ‘overfitting’ the training data, as it follows the 
training data so closely as to fail to generalize accurately to 
new (‘unseen’) data examples. This leads to the notorious 
difficulty in machine learning that the training data needs 
to be sampled in such a way that it is representative of the 
underlying data distribution, although the underlying data 
distribution remains unknown. Usually, a dense and hence 
representative sampling is simply assumed to be the case. 
Models with high numbers of parameters are especially 
prone to this error, if they rely on small-sized training sets.

In sum: To minimize the overall error, the model com-
plexity should increase with the complexity of the true 
underlying input–output relation, and training examples 
must be representative of it. Since this underlying relation 
remains unknown, however, there cannot be any guarantee 
that the trained DL model will not be wildly wrong with 
new examples [112]. Almost the opposite is true: for any 
statistical classifier, including complex DL models, exam-
ples can be generated where it will fail dramatically—these 
are referred to as ‘adversarial examples’ [113, 114]. This is 
an inevitable characteristic of DL models [115, 116] and 
poses problems in various applications, such as self-driving 
cars [117, 118], making the presence of additional processes 
to detect such out-of-distribution samples necessary [119]. 
While theoretical guarantees are thus absent, however, the 
success of DL models is built on the empirical finding that, 
in practice, reasonable generalization to unseen examples 

usually works quite well if it can be achieved through inter-
polation between seen training examples (see Sect. 2.5).

2.4  DL in generative pretrained transformer models

So far, we have outlined what ANN models are, wherein 
their power lies, and where difficulties arise in training them. 
They are valid for any type of DL model and application, 
among which we have looked at examples where ANNs are 
used for classification, namely the image-to-class example 
of recognizing handwritten digits, since image classification 
lies at the heart of the DL revolution since 2012 [120, 121]. 
Now that LLMs have gained a great deal of public atten-
tion, this section provides a conceptual introduction to the 
workings of generative language models, such as ChatGPT 
or GPT-4 [122]—see [92] for a more detailed introduction.

Generative Pretrained Transfomer (GPT) models [123] 
represent what is called an autoregressive transformer model. 
An autoregressive model forecasts a variable using its past 
values. Consider the sentence “He sits on a bench”. The prob-
ability of this sentence equals the probability of starting with 
“He”, times the probability for “sits” given “He”, times the 
probability for “on” given “He sits”, and so on. An autore-
gressive model sequentially predicts the next word by maxi-
mizing the joint probability between any next word given the 
words that precede it. Thus, every new word in a sequence 
is a function of the preceding words—and the model is a 
powerful next-word predictor. The specific characteristic of 
the transformer architecture, originally published in [124], 
bears the great advantage that it can model relations between 
words independently of the distance between them in a text 
and that it allows for what is called efficient ‘parallelization’, 
such that training on large amounts of data is feasible.

To gain a more substantial technical understanding of 
what a ‘transformer’ does, we must first turn to how words 
are ‘embedded’, i.e., numerically represented, in an ANN. 
The previous example is not entirely accurate, since most 
language models predict not words but ‘sub-word tokens’. 
The term ‘token’ here refers to any statistically relevant part 
of a word (this could be, e.g., the parts of a compound word, 
a punctuation mark in a sentence, a short word itself, or 
simply any sequence of letters appearing often enough in 
text). The use of tokens allows the model also to represent 
words that are not contained in the vocabulary as such (e.g., 
names), to deal properly with punctuation, and more effec-
tively to relate words and their different suffixes (e.g., learn, 
learns, learned, learning). Every token is then mapped to a 
point in a multidimensional data space (e.g., 1024-dimen-
sional), such that there exists a correspondence between 
points in data space and tokens. Note that this mapping is 
not deliberately fixed but learned from data during training. 
To simplify matters, we will, nevertheless, continue to talk 
about words instead of token embeddings.
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A central part of the transformer model is the concept of 
‘self-attention’ (‘attention’ here is a purely technical term 
that describes the statistical importance of word representa-
tions for one another as computed from their co-occurrence 
in the training data). Since language can be ambiguous, it 
is often not possible to infer how words relate to each other 
from syntax alone. Consider, e.g., the sentence “The book 
does not fit into the suitcase, because it is too big”. The 
fact that “it” refers to the book follows not from syntax but 
from the meaning of the words themselves. Depending on 
the context, the model should thus pay more ‘attention’ to 
certain words to incorporate their relation to others, hence 
the description as ‘self-attention’. Finally, a ‘score’ contains 
the mutual connection strengths between words, depend-
ing on the structure of any sequence of words—this score 
serves to direct the attention toward certain preceding words 
when predicting a given next word. Note that it is common 
to have multiple self-attention modules that run in parallel. 
This is called ‘multi-head attention’ and achieves a more 
robust self-attention mechanism (or so it has been speculated 
[124]). In practice, several dozens of such multi-head atten-
tion layers are stacked to build a deep model.

The final module in a transformer model is an ANN 
that takes the representations of the transformed, embed-
ded words and their mutual connection weights as input 
and maps them to output probabilities for possible next 
words. A word corresponding with a high probability for 
the next word is then displayed in textual form (from its 
numerical representation). However, the same prompts do 
not always yield identical results because chatbots sample 
new words from the joint probability density instead of 
just going for the most probable word. In other words, 
they choose an option with some randomness, but with a 
weighting depending on probability densities (on a side 
note: the ‘creativity’ of a transformer model corresponds 
to such random sampling from a few of the most prob-
able words, which is very different from what we mean by 
‘creativity’ as a human characteristic). In the above exam-
ple, the transformer would then be able, building on the 
self-attention mechanism, to refer “it” correctly to “book”, 
and, e.g., follow that sentence with “So I carry the book by 
hand”. As written above, this potentially holds true, even if 
the related words are far apart from each other in the text.

It is a matter of interpretation whether a transformer 
‘learning’ and ‘generating’ text (i.e., predicting with high 
precision what the next word in a long sequence of text 
should be while drawing on almost all humanly authored 
text digitally stored on the web) constitutes ‘understand-
ing’ of the structure of language and the workings of the 
world [125–129], and what ‘understanding’ would mean 
in that case. As we have seen, the outputs are generated 
upon suggestions by the statistics of words and their rela-
tive positions in a text. In human beings, the same result 

could have been achieved through their semantic knowl-
edge of the terms involved as well as their embodied, lived 
‘experience’. Human understanding is thus grounded in all 
sorts of (implicit and explicit) rational, emotional states, 
such as thoughts, feelings, and bodily sensations, which a 
human being goes through while, for example, chatting. In 
contrast, a transformer-based chatbot strings together words 
that are ‘likely’ and statistically determined from analyzing 
a vast amount of text. ‘Understanding’ in transformers thus 
refers to such a statistical mechanism. It is an interpretative 
move to say that with transformers, “statistics do amount 
to understanding” of semantics [12] or that something like 
this mechanism is what we are referring to when we speak 
of understanding in humans (we will return to these ques-
tions in Sect. 3.1 below). What is striking, though, is that 
the performance of state-of-the-art LLMs seems to reveal 
just how much real-world grounding is sedimented in the 
humanly authored texts on which those systems are trained 
[127], and it raises the question of how much of that is then 
instilled into the DL models themselves.

We have now outlined the basic workings of trans-
former-based LLMs. Any qualitative advance in their 
performance is still based on an architecture with inher-
ent limits—just precisely where the limits of achievable 
results lie must be researched empirically [130]. Acknowl-
edging such limitations of transformer models, prominent 
AI researchers, like Yann LeCun, have proposed ‘embod-
ied’ model architectures that bring us closer to machines 
with a human-like understanding of words (e.g., “autono-
mous machine intelligence” [131, 132], critically dis-
cussed in [129]).

So far, we have introduced the known aspects of DL 
concerning how it works and what its limits are. As stated 
above, some of the success of DL is, however, still a mys-
tery and subject to current research. In the next section, 
we will turn to two example questions that still perplex 
researchers in DL, to give an intuition about the unknown 
aspects of DL success.

2.5  Our shallow understanding of why DL works

Although advances in hardware and the increasing avail-
ability of data explain the success of DL to a large extent 
[133] and gave rise to numerous algorithmic advances, which 
account for another large part [110], a unified theory that 
fully justifies the remarkable performance of DL models is 
still missing [17, 22, 23], although progress seems to be made 
[134, 135]. Two ‘unknowns’ remain particularly significant, 
which we will discuss here—albeit only briefly. For a more 
complete and detailed overview, we refer to [17] or [18], for 
a more mathematical approach to [19], and for an in-depth 
mathematical investigation to [20]. What is known theoreti-
cally about DL workings is summarized, e.g., in [92, 136].
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DL generalizes surprisingly well: As elaborated in 
Sect. 2.3, DL models with large numbers of parameters 
are, in theory, prone to overfit the training set. In practice, 
however, models with a great many parameters general-
ize surprisingly well to new data examples [21, 22, 137, 
138]. A good example is the model ‘Noisy Student’ with 
480 million parameters, trained on only 1.2 million images, 
which might be expected to overfit drastically, but instead 
generalizes well [139]. Current research into generalization 
focuses on the learning algorithms, suggesting that they 
exhibit properties of implicit regularization, i.e., a bias that 
prefers encoded functions of low complexity [19, 140, 141]. 
Furthermore, it was observed that the correlation (more pre-
cisely, the mutual information) between neighboring layers 
in ANNs is high, which is to say that although the system 
would allow for the difference between levels to be higher, 
the functions encoded by neighboring layers are in fact not 
so different from each other [18, 142]. In other words, the 
observed function complexity of an ANN is typically much 
lower than theory shows it could be. This is what seems to 
prevent large models from overfitting to the training set and 
thus from failing to generalize to new data examples. Over-
fitting was theoretically expected to stop such DL models in 
their tracks. In light of this, their performance in generali-
zation is surprisingly high [135]—nevertheless, overfitting 
remains an issue when training deep models [143], and there 
exist several methods to counter this by penalizing complex-
ity during training.

DL overcomes the ‘curse of dimensionality’: Many 
tasks in computer science become extremely difficult when 
the number of dimensions of the data space is very high. 
The data provided for learning LLMs like GPTs could easily 
run to tens of thousands of dimensions. High-dimensional 
data space is problematic because the sheer number of pos-
sible data examples with only small differences increases 
exponentially with its dimensions, and the number of 
examples required to cover all relevant configurations con-
sequently increases exponentially as well. Consider a small 
5 × 5 image with a pixel value range 0 to 9 (from black to 
white). To cover all possible configurations, we would need 
10

25 image examples. Extending the image by one single 
pixel, we would need to cover 1026 configurations. That is an 
extension by 90 trillion trillion configurations ( 90 × 10

24 ). 
In computer science, this problem is referred to as the ‘curse 
of dimensionality’ [144–146]. The data space in most DL 
applications is very high. Surprisingly, tasks involving high-
dimensional data can, and have been, solved successfully for 
many applications using deep learning. One hypothetical 
explanation for this corresponds to an important idea under-
lying machine learning, namely that all meaningful data lies 
on a lower-dimensional sub-space (usually referred to as 
‘manifold’) embedded in higher-dimensional space [102]). 

What does this mean? Goodfellow et al. [146] provide a 
helpful illustration: although we live in three-dimensional 
space, we essentially move on a two-dimensional manifold, 
i.e., the surface of the world, embedded in three-dimensional 
space. Thus, standing at a random location, we can usu-
ally ignore being above or below ground (for all relevant 
purposes of a given task). Likewise, the set of all possible 
images that show a face, for instance, is far smaller than 
the set of all possible images. Machine learning seems to 
be able to latch onto this, which simplifies its tasks drasti-
cally. Although the ‘manifold hypothesis’ is not apt for all 
problems, and much remains unknown, there is a good deal 
of evidence that supports it [146, 147].

These are just two examples of why our understanding of 
DL systems is somewhat shallow. Much more research needs 
to be conducted in this area if we are to reach transparency 
or ‘explainability’ in DL.

3  Work program: reconfiguring a DL 
assessment from a humanities perspective

Having outlined the basic principles of DL, we can now 
ask how DL, and the applications to which it is put, can be 
engaged from a humanities perspective, and under which 
conditions such an engagement benefits society and cul-
ture. We want to make it clear from the outset that this work 
program is necessarily limited in scope and that we have 
primarily identified issues that we deem urgent—we invite 
others to chime in, further elaborate, and extend the issues 
addressed here.

The revolutionary potential of recent DL innovations 
makes it pertinent to reflect explicitly on the (otherwise 
often implicit) anthropological contexts within which we 
venture any constructive interpretation and critical assess-
ments of DL: firstly, because these interpretations differ 
greatly today in their outlook and are in little constructive 
dialogue which each other; and, secondly, because such 
anthropological views and values necessarily shape how we 
organize our societies, and therefore form standards against 
which any technological innovation is measured. For these 
reasons, we aim, in this section, to provide some resources 
for addressing fundamental questions around DL raised from 
a broadly humanistic perspective.

In the following, we work within a humanistic tradi-
tion, conceived as a field in which different approaches, 
traditions, and streams may align with regard to shared 
interests and goals. While not necessarily religious in 
outlook, this view is more inclusive than secularis-
tic accounts of humanism [148] (see, e.g., the website 
humanists.international). Acknowledging the limits of 
each scientific approach to explaining and making sense 
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of the ‘human’, such an inclusive humanism is open to 
religious and spiritual outlooks, alongside those who 
ashew, or do not stress, such a perspective. More strongly, 
we would argue that the frame of a religious–secular dis-
tinction itself is not helpful and that, particularly in West-
ern countries, arguments about ‘what really matters’ are 
conducted on the conceptual territory of the human—not 
necessarily the ‘religious’, but neither the absence thereof 
[149]. (We stress this not least because we have ourselves 
experienced the fruitfulness of dialogues which include a 
wide range of perspectives on the human— religious and 
secular—in debates around the future of humanity in a 
digital world.) Furthermore, this inclusive humanism sees 
the value of the human person not in competition with 
those entities with which humanity shares its rational-
ity, animality, and life itself. Rather, it is the valuation 
of the human that leads inclusive humanists to value the 
world of which they are a part— thus, we agree with the 
line of questioning of existing approaches to ‘inclusive 
humanism’ [150, 151] as well as with some concerns of 
(critical) ‘post-humanism’ [152–155], without agreeing 
with their conclusions.

But how are we to assess DL technology from such a 
humanistic perspective, or within the framework of the 
humanities as disciplines addressing ‘the human’ (broadly 
conceived)? The point of departure, for us, is minding the 
use of language with regard to DL. How we talk about 
technology—most notably in marketing campaigns but 
also in research, journalism, and popular culture—has 
practical consequences. Language both opens and limits 
the world we can inhabit [156, 157]. 

AI research, correspondingly, has long ceased only to 
concern the use of computers to get useful things done. 
Instead, some researchers make—implicit or explicit—
claims about reality as such and aspire to answer ‘big 
questions’ about the nature of human beings, mind, 
behavior, and life itself [33, 158]. Not least in journalis-
tic settings, AI researchers and engineers are increasingly 
asked more about such human questions than about the 
technical details of their research and actual competency. 
Ultimately, conceptions of AI feature not only as ele-
ments in explicitly articulated theories and world views 
but are also always elements of broader socio-cultural 
imaginaries, implicit world views, and quasi-metaphys-
ical basic assumptions about reality. We believe that the 
elucidation and assessment of such fundamental ques-
tions about technology and the human are of the utmost 
importance today.

Outlook on this section: In what follows, we will 
first argue that an engagement from a humanities per-
spective (i.e., having humans in view) must begin with 

differentiating ‘the human’ and ‘technology’, while con-
sidering that the two are always also enmeshed, such that 
they should neither be confused nor separated too neatly 
(Sect.  3.1). These considerations will further show that 
any assessment of DL is inevitably grounded in anthropo-
logical, epistemological, and ontological presuppositions 
(traditionally addressed and reflected by the humanities) 
and that such statements are always interpretative and 
thus also questionable from various other perspectives. 
We then argue that current assessments often lack explicit 
reflection of their anthropological presuppositions and 
that the humanities can help clarify and navigate the 
debate by thinking about such assumptions and bringing 
them into the discussion, not least to foster constructive 
dialogue between rivaling viewpoints (Sect. 3.2). Finally, 
we focus on some fields of inquiry that require attention 
from the humanities for a holistic assessment of DL, and 
offer resources of ongoing work in corresponding fields 
(Sect.  3.3)—in this last section, we provide practical 
follow-up questions pertaining to the issues addressed.

3.1  Philosophical foundations: the ‘human’ 
and ‘technological’ factors in human–
technology relations

Any holistic approach to the assessment of DL from a 
humanities perspective must begin with and address the 
‘human’. Ultimately, it is human actors who create and 
deploy technologies at a scale that has a lasting effect on the 
world we inhabit—the notion of the ‘Anthropocene’ [159] 
refers precisely to this fact. From this perspective, it is vital 
also to note that we are ultimately responsible for what we 
do with our technologies. Therefore, a clearer view of the 
complex ways in which human behavior and technological 
innovation jointly transform our world is part of charting the 
way with responsible use of DL systems. This requires that 
we have some grasp of the qualitative difference between 
human beings and their technologies. However, it is pre-
cisely this that is called into question in the age of AI.

The confusion of human beings with technology can be 
analyzed as the result of two related tendencies: a tendency 
to anthropomorphize AI (Sect. 3.1.1), and the corresponding 
tendency to technomorphize human beings (Sect. 3.1.2)—
both of which have a long pedigree. While we are convinced 
that we should not confuse the human and technology, nei-
ther should we separate them all too neatly. Therefore, we 
will consider the fact that technology is part of and shapes 
human life (nature and culture), such that human beings must 
be understood as inherently related to them (Sect. 3.1.3). 
Further practical and applied questions and suggestions 
stemming from these observations are provided in Sect. 3.3.
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3.1.1  Human‑like AI? On anthropomorphizing 
technologies

‘Anthropomorphism’ is the act of attributing distinctively 
human-like emotions, mental states, behavior, and even sub-
jectivity, to non-living objects, animals, and, more broadly, 
to both natural and supernatural phenomena [160]. With 
the increasing performance of AI systems—and, especially 
brain-inspired AI like DL—and their embedding in the real 
world (e.g., as robots with human features, as virtual assis-
tants with human voices, and the like), possibilities for con-
fusing human beings with AI systems steadily increase. The 
result, among our concerns, is the attribution of distinctively 
human qualities to DL systems, sometimes also referred to 
as ‘mind perception’ [161]. This is a notable propensity 
not only in the public sphere, but also in AI research [72, 
162–165].

Blake Lemoine, a former engineer of Google for ‘Respon-
sible AI’, has made the news with the claim that their “Lan-
guage Model for Dialogue Application” (LaMDA) suppos-
edly has awareness of its rights and needs, is afraid of death 
and thus sentient [13, 166]. Others argue that robotic AI sys-
tems are candidates for personal rights [61], which is true, 
particularly for people under thirty who believe that future 
robots will develop cognition and affect [167]. Anthro-
pomorphization is also observable in the phenomenon of 
bonding with chatbots, social bots, and care bots, which 
in many cases leads (positively or negatively) to the ‘per-
sonification’ of bots and AI systems [168–170]. This is not 
least due to the fact that these are engineered to engage the 
emotional needs of specific users and to create the illusion 
of mutual care [171]. Cultural variations of these phenom-
ena can be observed, for instance, in a comparison between 
Europe and Japan [172, 173]. This seems to have something 
to do with the religious background of the Shinto religion, 
or ‘way of life’, in Japan, which ascribes spirit and person-
ality to both organic and inorganic things [174]. Thomas 
Fuchs even diagnoses a novel form of “digital animism” 
in Western societies [175]. There is a notable tendency 
of people to trust computers more than human beings in 
decision-making processes [176], leading to an ‘overtrust’ 
[177, 178]. AI systems are being perceived as human-like 
but more ‘objective’, ‘reliable’, and ‘trustworthy’ compared 
to rather ‘erratic’, ‘biased’, and ‘unreliable’. Neglecting that 
such systems lack any form of emphatic understanding of 
the human life-form [129, 175] is most consequential if 
it leads to deployment in decision-making processes that 
existentially affect human lives, e.g., in jurisprudence [179], 
policing [180], banking [181], and insurance [182]. In light 
of these dynamics, the clarification of terminology is perti-
nent, alongside anthropological, philosophical, and religious 
background assumptions.

In both AI research and among the broader public, the 
language deployed to speak about DL models overlaps sub-
stantially with everyday language about human beings [163]. 
Kostopoulos [73] has argued that in the attempt to com-
municate the capabilities of AI, spokespersons in research, 
industry, and journalism reach for parallels with human 
capabilities using vocabulary that is characteristic of human 
behavior. Although there is broad consensus in research 
that today’s DL models are nothing other than a complex 
mathematical function, they are characterized as having the 
ability to “read and comprehend”, to “compose music”, to 
exhibit “curiosity” or “creativity”, to be “afraid”, and so on 
[183–187]. Of course, humanizing technology for the sake of 
communicative or pedagogical simplification is a frequently 
encountered phenomenon. It has been common, e.g., in con-
trol theory, to speak of a controller ‘seeking’ a target value, 
although no one would think the controller is consciously 
doing so. However, with today’s AI, that is not quite so clear 
anymore. Although some use anthropomorphic language 
metaphorically, as in control theory, others would say that, in 
principle, the terms used are equally appropriate or inappro-
priate for humans and technology, as the difference between 
the two is, ultimately, a matter of degree (on different ways 
to characterize this relation see [188]). However, such inter-
pretations and their philosophical premises remain largely 
implicit and are often not given enough attention (more on 
that in the following section). Lipton and Steinhardt [72] 
argue that we should not take such anthropomorphizations 
lightly. They speculate that the transfer of qualities from 
the human to the machine is partly due to performance and 
funding incentives, i.e., using anthropomorphic language 
with regards to algorithms increases attention from media, 
donors, institutions, and colleagues in the field [189].

The main problem in using anthropomorphizations with 
AI systems is that it obscures the nuances, intricacies, and 
workings of the actual technology—which makes it diffi-
cult to adequately assess it. This can go both ways. It can 
strengthen unwarranted confidence in the technology’s capa-
bilities, e.g., by speaking of ‘learning’, which in humans 
refers to an adaptive ability to cope with new environments, 
where there is, in fact, function approximation, which does 
not generalize well [190]. Negatively, it can also give rise 
to fears, e.g., by speaking of algorithmic ‘bias’, which in 
humans usually goes hand in hand with bad intentions, that 
cannot, in the same way, be attributed to algorithms, or, more 
extremely, in doomsday prophecies of a superintelligence 
purposefully eradicating humanity (e.g., see [38]). Note 
that both terms, ‘learning’ and ‘bias’, refer to real technical 
issues with social implications, but we propose that they are 
best addressed without anthropomorphic distortions.

In sum: Using anthropomorphic language with reference 
to DL systems makes it increasingly difficult to distinguish 
between human actors and their technological counterparts. 
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While the advancement of DL application blurs the line 
between them, we deem it urgent to think more deeply about 
this difference, and ask what makes human beings unique 
vis-a-vis machines.

3.1.2  Machine‑like humans? On technomorphizing human 
beings

The flip side of confusing technology with human beings 
is the tendency to ‘technomorphize’ human beings. This 
has gained traction with the growing mutual relationship 
between neuroscience and AI, and the rise of DL as a ‘brain-
inspired technology’ [163, 191]. One initial aim of creating 
correspondences between the workings of the brain and AI 
systems was to better understand the human brain, self, and 
behavior (see, e.g., [192–194]). Indeed, AI can be very help-
ful in researching human beings, but its architectural simi-
larity with the human brain should not be overstated, as the 
majority of what we know, e.g., about the learning process 
in the brain, has not been integrated in DL—or only in an 
immensely simplified manner [195–197].

DL anthropomorphism, however, and the dynamics of 
seeing ourselves in the image of our technology, has a pedi-
gree reaching back to antiquity. [68, 198]. It gained modern 
plausibility with the scientific and industrial revolutions, and 
the ascent of an all-encompassing mechanistic world pic-
ture since at least the seventeenth century [65–67, 199–201]. 
Surveying these developments allows one to identify several 
leading metaphors which have impacted the conceptualiza-
tion of human beings—especially as to how their bodies 
‘function’. Such metaphors usually mirror the most advanced 
technology of a certain era: in Descartes’ time, these were 
organ pipes or the automata in the Garden of Versailles; 
later came cameras, radio, and the electrical systems of 
the early twentieth century. It is not surprising, then, that 
computer science now informs many of the current models 
and conceptualizations of the human: i.e., human beings 
as ‘biological computers’, ‘informational patterns’ or ‘pro-
cesses’, ’algorithms’, ‘software’ or ‘mindware’ instantiated 
on the ‘hardware’ or ‘wetware’ of the body (see, e.g., [33, 
202, 203]; and, for a critical perspective, see [204]). Such 
metaphors are often deployed without explicit philosophical 
intent, but they nevertheless convey an anthropology that 
we tentatively characterize as a ‘computer-anthropology’.

Such metaphors have gained particular traction in cog-
nitive science and the analytic philosophy of mind insofar 
as those have been rooted in behaviorist and functionalist 
frameworks of the mind [205]. Behaviorism deliberately 
brackets the deeper questions of what intelligence, under-
standing, curiosity, etc. are, and instead ascribes these 
characteristics to everything that passes in behaving as 
if it exhibits them (see, e.g., the famous ‘Turing Test’ in 
AI [206]). However, actually to understand and engineer 

intelligence, the question of how intelligence (or at least 
how some form of intelligence) works must be answered on 
a practical level. Thus, the field of cognitive science and the 
AI project—purposefully framed as the engineering quest 
to simulate human intelligence [207]—had to overcome 
the purely behaviorist approach to intelligence. This was 
achieved on the basis of functionalism [208] with the central 
concept of mental representations [81, 209–211]. Accord-
ing to representationalism, mental states and processes are 
constituted by their functional role in a system of symbolic 
structures. In our context, the system is the mind material-
ized in the brain, and its symbolic structures are representa-
tions of some sort, e.g., inner representations of things in the 
external world. As such, the mind is perceived as a machine 
that follows strict syntactic rules to manipulate symbols and 
sequences of symbols in a meaningful way, i.e., it processes 
information toward certain goals. Notably, such an ‘infor-
mational’ account tends to focus—almost exclusively— on 
the human brain as a ‘computational engine’ [78, 212, 213]. 
This brief outline of core assumptions that add up—implic-
itly or explicitly—to a ‘computer-anthropology’ would 
deserve a much fuller treatment here. We must confine our-
selves to four critical concerns that indicate the significance 
of deeper reflection on these issues:

Firstly, with regard to the exclusive focus on the brain, the 
claim that the workings of the human brain—and mind!—
are essentially comparable to AI is based on the strong and 
highly contestable philosophical assumption that both are 
essentially mechanistic processes [65]. Kenny [214] has pro-
vided helpful clarifications in addressing what he termed 
the “homunculus fallacy” (pp. 125–136)—otherwise also 
addressed as “mereological fallacy” [215, pp. 79–93], or 
more broadly as ‘cerebrocentrism’ [216–218]. This con-
sists of taking “predicates whose normal application is to 
complete human beings or complete animals and apply[ing] 
them to parts of animals, such as brains, or to electrical sys-
tems” [214, p. 125], as if the brain itself were like ‘a little 
human being’ (homunculus), doing the perceiving, think-
ing, etc., that we usually ascribe to the whole human being. 
Ultimately, this would result in an infinite regress of try-
ing to explain the capabilities of the homunculus with yet 
another little man inside it, etc. In Kenny’s view, the fal-
lacy is still “commonly defended as a harmless pedagogi-
cal device”, against which he argues “that it is a dangerous 
practice which may lead to conceptual and methodological 
confusion.” (p. 125). Parts of human beings (e.g., the brain) 
or technical devices (e.g., DL systems) can be in certain 
“states”, which can be described by their internal (physical) 
properties, but that is categorically different from a “capac-
ity”, which usually can be specified with a description of 
“what would count as the exercise of the capacity” (p. 129). 
This holds against critics, who say that knowing something 
is to be in a neural state (e.g., [219, 220]), because “to know 
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something is ability-like, and hence more akin to a poten-
tiality than to an actuality (a state)” [221, p. 1084]. Thus, 
confusing mental capacities (like knowing or understanding 
information) with physical states and processes (like con-
taining information or performing operations on information 
states) results in attributing capacities—which properly are 
those of whole human beings, persons, or to some degree 
animals—to the brain, or, for that matter DL systems. The 
result of this can be both the anthropomorphization of DL 
and the technomorphization of human beings.

Secondly, purely formal approaches to cognition or 
intelligence— regarding them as encoded functions—fail 
to include our subjective everyday experience [222]. Janich 
[223] illustrates this problem by considering an anatomist 
investigating the human skeleton. Her findings are valid, 
independently of her having a skeleton of her own, because 
her explanandum is independent of her own constitution 
in that matter. With regard to her research object, she is 
a third-person-perspective observer. However, the same 
does not hold true for a physiologist investigating ‘seeing’ 
in the visual system, for he can see and knows what see-
ing is from everyday experience, long before entering the 
laboratory. Without his pre-scientific practice of seeing, 
he has no explanandum at all, which means that physiol-
ogy does not define the word ‘seeing’ as an explanandum; 
rather, it stems from everyday language. In contrast to the 
anatomist investigating the skeleton, the physiologist inves-
tigating the visual system has no other option than to take a 
perspective of participation concerning his research object. 
The search for a formal description for the human mind, or 
‘intelligence’, thus faces the serious issue that a substantial 
part of what constitutes everyday human cognition— as with 
‘seeing’— must be presumed and can only lie at the basis of 
a formal account, not at its conclusion. Following Janich’s 
argument, cognition defies formal definition because the 
formal method has no language for any form of participa-
tory perspective. Thus, it can only ignore the fundamen-
tal problem that here explanandum and explanans overlap, 
i.e., to explain the thing we want to explain, we must use 
that same thing which is then involved in the explanation 
of itself, leading to an infinite regress. If this is true, every 
attempt to ‘explain’ cognition or intelligence in purely for-
mal terms illegitimately reduces the larger reality under-
lying these words and must ultimately fail. This has been 
argued at length with regard to ‘consciousness’ and pertains 
to AI: there are attempts to explain consciousness as what 
results from increasing the complexity of a system as well 
as what is called the ‘principle of recursivity’ (i.e., a feed-
back loop of the state of a system into its further process-
ing). The idea is then to explain consciousness by “piling 
up” such systems on top of each other so that higher levels 
(consciously) monitor the lower (yet unconscious) mental 
states of the system (see, e.g., [224, p. 325]). However, any 

effort to elucidate consciousness using higher-order concepts 
and modes of formalization like recursiveness or even self-
modeling ultimately results in an endless cycle of regression 
[222, 225–227].

Thirdly, computer-anthropologies neglect the phenom-
enon of life for subjectivity. According to behaviorist and 
functionalist accounts, we ascribe subjectivity to things 
based on solipsism and inference, i.e., we take the ‘inten-
tional stance’ toward an object by deducing that it is a sub-
ject [206, 228]. However, research on ‘embodied cognition’ 
indicates that this is not true [229]. Rather, we presuppose 
selfhood from the outset as we engage embodied participants 
in a common form of living [230, 231]. Understanding ‘hun-
ger’, for example, presupposes a sharing of life of our kind 
in the broadest sense, one within which hunger can be felt. 
Thus, understanding hunger requires one to have a biologi-
cal body for which nourishment and the lack thereof really 
mean something [232, 233]—which is why some cognitive 
scientists place an increasing emphasis on the biological 
grounds of distinctively human cognition (bracketing out 
for a moment, whether AI could develop an entirely differ-
ent form of cognition). Fuchs [175] terms this sharing of a 
form of living ‘conviviality’ [175]. According to this view, 
even today’s most advanced language models, with their sur-
prisingly human-like outputs, do not ‘understand’ anything 
any more than a pocket calculator or a stone can. In this 
view, substrate does matter, and a simulated body in a virtual 
space—which some label ‘embodiment’ (see, e.g., [234])—
still does not feel ‘hunger’ any more than a simulation of rain 
is wet. There might be different forms of understanding, as 
there might be different forms of intelligence (e.g., human, 
animal, etc.), but human understanding and the statistical 
‘understanding’ of LLMs differ in at least this characteristic: 
the lived experience of vital embodiment. To the best of our 
knowledge, this is a fundamental difference, even though 
this is highly contested by computer-anthropologies. In 
the same manner, Fuchs [222] argues that consciousness, 
as exhibited by living beings, cannot arise in an isolated 
brain (and certainly not in a computer simulation) because 
it requires constant vital regulatory processes that involve 
the whole organism and its environment.

The fourth concern is more grave still. Modeling humans 
on computers can have dehumanizing effects [59, 60, 67, 
217, 235]. This is sometimes referred to as ‘mechanistic 
dehumanization’ [236–238] The historical record of those 
who saw and treated people as machines, programmable at 
will, is sinister [236, 239]. At the very least, it produces a 
low perception of human worth with potential long-term 
consequences, fostering a modern form of fatalism (see, e.g., 
[240]). Ultimately, it is incompatible with core assumptions 
about human beings, which are consequential for our liberal 
democracies: core values, such as human dignity, liberty, 
and autonomy, cannot, in such a take on human beings, be 
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meaningfully maintained because they presuppose some-
thing in individual human beings that lifts them out of the 
realm of disposable things. It seems difficult to argue for 
the unique and incalculable dignity of a human person from 
the assumption that they are ‘nothing but’ computational 
processes and, as such, completely replaceable with com-
putational processes, say in machines. The same goes for 
the kind of freedom, rights, and duties we attribute to such 
dignified human beings to engage in the politics of our dem-
ocratic societies—attributes we do not grant to algorithms, 
computers, and robots (at least for now, see [62]). Thus, even 
if one tends to believe that a human being could, in princi-
ple, be exhaustively modeled by a computer, it would still be 
prudent not to assume that this is the case until the evidence 
is overwhelming. In the long run, computer-anthropology 
will have direct consequences, not just for our ethical assess-
ment of DL, but for the principles and values guiding design 
processes, as well as for political and juridical decisions, and 
thus for the future of our societies as they grapple with the 
digital transformation.

In sum: The exclusive focus on the brain, the neglect 
of subjective experience and the phenomenon of life, and 
the dehumanizing effects are just four prominent reasons 
that illustrate why we believe it is vital to reflect deeply 
and critically on the difference between ‘the human’ and 
‘machines’—particularly in light of DL achieving things that 
were hitherto considered impossible for machines, clarify-
ing what is distinctively human is one of the great tasks of 
the humanities.

3.1.3  Technological mediation: why we cannot separate 
the human from technology

It is vital to note that the emphasis on the ‘human’ here 
must not be understood within the framework of a naive 
instrumental conception of human–machine relations: as if 
neatly isolated ‘human beings’ were using neatly isolated 
‘DL tools’ for their purposes, by means of their sheer will. 
Such a view has been labeled the ‘value neutrality thesis’ of 
technology: denoting the idea that technology is a morally 
and politically neutral medium and that the only relevant 
factor with regard to outcomes is what humans do with it 
[241]. This view is increasingly questioned and challenged 
by approaches that recognize that values are embedded in 
technology and that technological artifacts have a kind of 
agency that needs to be reckoned with, not least because 
they lastingly affect their ‘users’ and culture and society 
more broadly [242–245]. Technologies do something to us 
as we do something with them [246] and thus make vital an 
encompassing analysis of the structure of human–technol-
ogy systems as well as their ‘co-evolution’ [235, 247, 248].

Several strands of research in the philosophy of technol-
ogy (broadly conceived) provide us with helpful resources to 

conceive in a more nuanced way of human–technology rela-
tions: technology assessment [249–251], media philosophy 
and media ecology [252–255], phenomenology and postphe-
nomenology [246, 256–258], and the interdisciplinary field 
of ‘science and technology studies’ ([259, 260], see also 
[261, 262]). The concept of ‘mediation’ has proven to be 
valuable: “rather than seeing technologies as functional, we 
need to understand how they play a mediating role in human 
practices and experiences. Technologies-in-use help shape 
relations between users and their environment” [263, p. 31]. 
In transforming our environments, DL applications are not 
merely neutral or passive instruments, but have their own 
kind of agency [257, 259]. They transform our experiential, 
cultural, and social environments with lasting effect [235, 
264–266]. The importance of such considerations becomes 
more obvious when considering the fact that DL-based 
systems are not only making suggestions, but also mak-
ing decisions for us, and in a way that no human being has 
deliberately or strategically planned [267]. This practically 
forces us to revise our notion of human ‘autonomy’ [268] 
(on this see Sects.  3.3. 3.3.3 below). What this amounts to 
is the need to reconceive the relationship between humans 
and technology in what we would term a relational anthro-
pology of technology. Such an anthropology must account 
for the fact that human nature, technology, and culture con-
stitute each other and continuously evolve together without 
either nature, technology, or culture fully determining the 
others [235, 269, 270]. This goes against the grain of both 
‘technological determinism’, for which technology is the 
only decisive factor [271] or ‘socio-cultural determinism’, 
for which it is only social and economic factors and human 
action which determine outcomes [241]. Empirically, both 
sides seem to have a point but are lopsided in their exclusiv-
ity of other factors [272].

The case for a more holistic and relational anthropology 
of technology sets out phenomenologically from the expe-
rience of lived embodiment (Leiblichkeit, see [222, 235]). 
We are capable of relating to technology in such a way that 
we relate to the world through it (‘mediation’). A classic 
example of this is a blind person’s cane, which is integrated 
into the sensory field so that things are felt with the tip of the 
cane [273, 274]. Another example is prostheses, which has 
led philosophers of technology to speak of the ‘prostheticity’ 
of technology more broadly [275]. Technologies transform 
our world because we, in many ways, live in and through 
them. Thus, we are enmeshed with the values embedded in 
them and the influences they exert on us as we ‘use’ them 
[276]. (This has immediate implications for how we con-
ceive of ourselves as ‘free’, ‘responsible’, and ‘dignified’ 
persons in democratic societies, but also for how we think 
about designing, legislating, and deploying technology, 
which we will discuss in Sects. 3.3 and 4.)
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A promising anthropological starting point for such a 
project seems to be a line of thought under the previously 
mentioned notion “embodied cognition” (see Sect. 3.1.2), 
which has recently attracted significant attention within and 
outside cognitive science, and which is most distinctly rep-
resented by theories of “enactivism” [222, 229, 277–282] 
(for an introduction to the varieties of enactivism, see [283], 
for an overview over the very dispersed field of cognitive 
science in general, see [284–287]).

The main idea of enactivism is that organisms and their 
environments are interrelated and mutually shape one 
another. A living organism is an autopoietic system (from 
the Greek auto = self; poiesis = creation or production), 
i.e., it produces and maintains itself by creating its own 
parts through constant metabolism, exchange, and interac-
tion with its environment. The lived body plays a mediating 
role between the living being and its environment, hence 
‘embodied’ cognition. Importantly, this is understood as a 
‘vital’ embodiment, not just any kind of embodiment [175, 
233] as enactivism does not sit too well with the idea of 
‘extended’ or ‘substrate independent minds’ (see [288–290], 
against, e.g., [34, 203]). Being embodied, a living organism 
perceives its environment not in a mere passive manner, as 
does the mind in the functionalist paradigm of mental rep-
resentation, but it co-constitutes it by its actions. This means 
that what a living being perceives influences its actions, 
which in turn constitute what it perceives. The main idea 
of enactivism is taken up in neuroscience and philosophy 
under the term ‘predictive processing’ [291–293], even if 
‘predictive processing’ is still framed within the bounds of 
what we would term computer-anthropology, namely focus-
ing on the brain as a processing machine that constantly 
updates a ‘mental model’ of its environment. On the enac-
tivist view, a cat and a mouse have different environments 
and live in different worlds. They—to follow up on Janich’s 
illustration in the previous section—‘see’ the world differ-
ently. In this light, cognition is not solely explained from an 
observer’s perspective in terms of information processing. In 
other words, there is no neutral ‘view from nowhere’ [294]. 
Instead, the complex and ever-changing patterns of interac-
tion with the environment require a more holistic approach 
to cognition, which understands this as a value-saturated, 
intentional, and goal-driven phenomenon [277, pp. 205-206] 
(see also [278, 295, 296]): one that involves the whole organ-
ism–environment system and, not least, considers that every 
explanatory perspective is subject to this co-constitutive 
interrelation as well. Instead of mental representations, enac-
tivism works with the concept of ‘flexible neuronal disposi-
tions’ which apply in different situations—‘open’ behavioral 
‘loops’ that are formed through experience and reactivated 
in specific situations to ‘close’ an organism–environment 
interaction (this would deserve a more detailed treatment 
we cannot give here; instead, we refer to [222, 297]). This 

organic and phenomenological ‘process’ also applies in tech-
nological environments, where it explains the ‘mediating’ 
or ‘prosthetic’ function of technology. This lies in marked 
contrast to the ‘mental representation paradigm’ of computer 
anthropologies (see Sect.  3.1.2), which presupposes a clean 
divide between subject and world. Enactivism cuts across 
this divide and thus helps ground a more holistic relational 
anthropology of technology. This holistic entanglement of 
the human being with technology and culture makes clear 
that ‘the human’ is constantly negotiated and precarious.

In sum: Our notion of the human is invariably the frame 
of reference for any assessment of DL technology. Yet, this 
‘human factor’ is co-dependent and co-constitutive with 
‘technological factors’ and ‘cultural embeddings’. Together, 
those factors shape our anthropology and, thus, the socio-
culturally malleable frame of reference for how we shape our 
common life. Bracketing out either the ‘human factor’, the 
‘technological factor’, or the ‘socio-cultural frame’ does not 
do justice to the complexity of the situation we are facing 
with the digital transformation. We are convinced that only 
by holding the tension of all three factors (nature, technol-
ogy, culture), the delicate balance between the humanities, 
natural sciences, and engineering could be productively 
struck. Keeping this in mind thus orients the way we ethi-
cally and practically engage DL technologies.

3.2  Contextualizing ethical assessments of DL

From a humanities standpoint, one vital task is to analyze 
technology, its impact, and its interpretations against a wider 
anthropological background. Such broadening and contex-
tualizing of ethical DL assessments is vital if we want to 
reap the benefits of novel AI technologies while managing 
their perils. Important research is already being conducted 
in the areas of ‘technology assessment’ and ‘responsible 
research and innovation’ [250, 298], ‘value-sensitive design’ 
[299], ‘value-based engineering’ [276], and privacy and 
security assessment [39, 300–302], as well as research and 
the standardization of ‘trustworthy AI’, which deals with 
issues of reliability, safety, security, resiliency, accountabil-
ity, transparency, explainability, interpretability, review-
ability, and fairness with mitigation of harmful bias in AI 
[303–311].

Here, we see part of a notable broader ‘ethical turn’ in 
thinking about DL, or at least increasing interest in the 
ethical conditions and ramifications of DL applications, 
which resulted in an expansion of literature (for an over-
view of current debates and developments in the field, see 
[312–315]). One strong emphasis has fallen on our inability 
to understand the outputs and decisions of DL models (on 
this, see Sect.  2.5), drawing attention to questions around 
harmful bias and discrimination in data-based assessments 
or decision-making support systems [316–318]. Other areas 
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of ethical attention include privacy of personal informa-
tion, free speech, information flows and misinformation, 
the working conditions of humans training and optimizing 
models and data sets, military applications [319], and eco-
logical considerations (positively in as much as DL can help 
to work toward ecological sustainability [320], and nega-
tively, given the ecological impact of training DL systems 
themselves [57, 321, 322]). Such work does not succumb to 
the idea that technology on its own could be the solution to 
our societal and planetary challenges. Just as important is 
how technology is designed, regulated, implemented, and 
used in our societies [323, 324]. The challenges of the digital 
transformation require more than a ‘technical fix’ [325, 326] 
because, ultimately, it is always human beings who deploy, 
use or abuse novel technical potentials. This, in turn, brings 
into focus the conditions under which human beings are even 
capable of living with technology in a way that allows for 
human flourishing.

Such an aim, it should be noted, relies heavily on the 
particular anthropology one has as a basis for engaging the 
questions. If one operates, for example, on the basis of the 
above-mentioned ‘value neutrality hypothesis’ of technology 
and a notion of human beings as completely free, autono-
mous subjects, a different set of ethical issues emerges than 
if one operates (as we do here) on the grounds of an enactiv-
ist and relational account of human beings. Another example 
is the timeline of ethical issues to be addressed with AI: 
Baum [327] differentiates between “presentists” and “futur-
ists” as factions stressing that attention needs to be given 
to either “near-term” or “long-term” issues with AI. These 
debates were intensified with powerful LLMs and public 
speculations about “emergent properties” and “sparks” of 
AGI [11] (for a critical perspective on such claims, see, 
e.g., [127, 328]) and the subsequent open letter to pause 
“giant AI experiments”, signed by leading AI researchers 
and CEOs [329]. While ‘presentists’—in Baum’s terminol-
ogy—argue for the need to mitigate current societal and 
ecological harm (see, e.g., [322, 330, 331]), ‘futurists’ urge 
concentrating all resources on mitigating ‘existential risks’ 
(see, e.g., [332, 333]) not least from an out-of-control and 
misaligned superhuman intelligence [32, 33, 324] or even a 
so-called “singularity” [34, 36]. It is worth noting that such 
debates are mainly conducted on social media, podcasts, and 
in the press—economic and political stakes are high. Both 
sides argue in an all-or-nothing manner, and there is not 
much communication between factions. Anticipated threats, 
probabilities, and timescales and thus ethical opinions differ 
greatly.

The interpretation and associated predictions of DL tech-
nologies rest on speculative (philosophical) grounds. The 
basis for these attributions is often not technical arguments, 
but competing theoretical accounts, conceptions of the 
human, and even fundamental worldview assumptions. Such 

background assumptions (pre-)determine any ethical judg-
ment we can arrive at because they set the values, goods, 
and aims implicit in any ethical evaluation of DL. These 
often implicit background assumptions are what the recent 
approach of ‘hermeneutic technology assessment’ [334] 
wants to help elucidate in analyzing technological future 
visions. Ultimately, DL applications present our societies 
with challenges that are more than technical or even ethical. 
While classical AI ethics efforts have ‘the human’ in view 
and as a reference point for technology assessments, they 
often take a high value of humans for granted, while it is, in 
fact, highly contested.

In the following section, we outline how the humanities 
may help to navigate the engagement with and assessment of 
DL systems as we move into a future increasingly impacted 
by such technologies.

3.3  How to navigate the digital future: resources 
the humanities provide for the assessment 
of DL

In this section, we outline some of the questions and issues 
we deem important with regard to assessing DL, drawing 
from all of the above-mentioned threads. This list is in no 
way exhaustive, and we want to invite others to add to, 
develop, and challenge our ideas. We have selected three 
exemplary aspects, which are all classically associated 
with human beings, but are now challenged. These aspects 
deepen some of the philosophical issues addressed in Sect.  
3.1 above and are interrelated, i.e., they elucidate each other. 
Firstly, we look at the implications of an understanding of 
human beings as always embodied and embedded in natural, 
technological, and cultural environments, for assessing DL 
and we offer some questions (Sect. 3.3.1). Secondly, we con-
sider the challenges we, as rational and responsible beings, 
face as we try to understand a world shaped by technolo-
gies we cannot comprehend (Sect. 3.3.2). Thirdly, we turn 
to humans as morally responsible agents and explore how 
an assessment by the humanities can foster the use of DL 
systems for good (Sect. 3.3.3).

3.3.1  Human beings as embodied and embedded 
in an environment

We have already seen that findings in embodied cognition 
and enactivism suggest that subjective experience is closely 
linked with the phenomenon of life (see Sect. 3.1.2) and the 
complex co-constitution between an organism and its envi-
ronment (Sect. 3.1.3). What would such a view of human 
beings indicate for an assessment of DL systems?

The divide between living beings and DL shifts the atten-
tion away from the fear of having sentient AI anytime soon. 
This includes fears of making increasingly sophisticated 
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artificial ‘agents’ suffer (so-called “mind crime” [32], 
which—if occurring on an astronomical scale—falls under 
the notion of “suffering risks” or “s-risks” [335]). Instead, 
the attention shifts toward the more realistic concern that DL 
systems could catastrophically impact our societies and ecol-
ogy as powerful (but mindless) technologies (see Sect. 3.2 
above). The main point here, coming from enactivism, is that 
even if AI has a distinct form of ‘intelligence’ that allows it 
to ‘solve problems’, only a biological life form (from metab-
olism all the way up to higher forms of cognition, conscious-
ness, and self-awareness) actually has problems it intention-
ally and existentially wants to solve because it pertains to 
its self-preservation as a living being [129]. This goes to 
show that anthropological considerations, far from being 
distractions, actually set the course for further inquiry and 
action. On the contrary, considerations based on the specula-
tive hypothesis of actual artificial agents are what distract us 
from setting that course toward human flourishing.

On the other side, the lived and embodied embedding of 
human beings in the world underpins the dramatic effect 
technology has on us. It reinforces efforts toward formulat-
ing and solving the problems we have by developing and 
deploying suitable technology. This includes problems that 
arise when we treat AI as if it were sentient, i.e., if we treat 
AI as others, as someone, despite it being something (on 
this distinction, see [336]). Furthermore, this includes efforts 
toward ecological sustainability because such a view regards 
concerns about our planet and other life forms as deeply 
human concerns. An embodied view of human beings gives 
weight and urgency to those efforts since it makes clear the 
existential connection between human beings and the rest of 
living things in nature, of which we are part. This realiza-
tion clarifies that a human-centered perspective in AI ethics 
need not be in conflict with ecological concerns. All of these 
indications suggest that the following question should also 
be addressed from an encompassing humanities perspective.

Follow-up questions:
• What is ‘the human’, what is ‘technology’? How can we 

elucidate the difference between human beings as living 
things and technology, and how do we assess the multiple 
frontiers on which this difference is challenged?

• What is at risk, if AI is perceived as others and how 
should we deploy AI such that these risks can be mini-
mized?

• How can we bring to light, challenge, and—where neces-
sary—replace the anthropologies implied in DL applica-
tions and their deployment? How, particularly, can we 
leave behind purely behaviorist or functionalist models of 
human beings in the context of an increasingly digitally 
perceived world?

• How can we adequately speak of DL technology in com-
municative or pedagogical contexts? How do we avoid 

applying predicates that normally apply to complete 
human beings or complete animals to parts of human 
beings or parts of animals, or even electrical systems in 
a way that is fallacious and risks conceptual and meth-
odological confusion? How, more broadly, can we avoid 
anthropomorphisms and technomorphisms?

• How do we mediate and communicate between rivaling 
theoretical outlooks on the world, human beings, technol-
ogy, and especially intelligence—e.g., between analytical 
positions, focusing on formal approaches and enactivist 
positions, focusing on the holistic embeddings of pro-
cesses that are taken to be irreducible to formalization?

• How should we conceive of human–technology relations? 
How should we deal with the fact that human beings are 
capable of existentially relating and bonding with non-
living technological artifacts? Are there systemic effects 
or risks through the interaction of human beings and such 
technologies that are unwanted for? What does it mean 
anthropologically that DL technologies are now an active 
and formative part of the human lifeworld?

• How can we deploy DL systems to foster shared embod-
ied experiences, community, and societal unity in the 
lifeworld toward human flourishing?

• How can we deploy DL systems to foster ecological sus-
tainability?

3.3.2  Human beings as rational animals who inquire 
into reality by way of theory and knowledge

At least since Aristotle, human beings have considered their 
‘rationality’—closely linked with their linguistic capac-
ity—the defining feature of what makes them ‘human’. The 
original Greek definition provided by the philosopher is zoon 
logikon, which is usually translated as ‘rational animal’ but 
might also, as Charles Taylor correctly suggests, be rendered 
as ‘animal possessing language’ [337, pp. 338]. We are, in 
this classic view, animals with the capacity for linguisti-
cally mediated reason. Reason and language, furthermore, 
are closely linked with ‘intelligence’ (in Greek nous, and in 
the Latin rendering intellectus), i.e., the capacity to under-
stand, to judge, and to will things.

Some think that the generated content of prominent 
LLMs amounts to understanding, knowledge, and intelli-
gence in a human-like sense (see, e.g., [12, 338]), while 
others are more skeptical [128], and believe that there are 
other ways to explain these capabilities [127], or think we 
are dealing here with ‘stochastic parrots’ [125, 322]. From 
an enactivist perspective, LLMs are seen as technical sys-
tems that contain information and perform operations on 
information, but they do not ‘know’ that information, much 
like a bus schedule contains information about bus depar-
tures, but does not know the time of departures [175] (see 
also [60]). Recalling Sect. 2.4, one can explicitly state what 



 AI and Ethics

1 3

‘understanding’ constitutes if applied to LLMs: to the degree 
that (a) language (i.e., the sequence of words) is (or, can be 
modeled as) a random process and (b) all variables influ-
encing the token sequence are part of the modeling, the 
probability density function (PDF) statistically constitutes 
everything there is to know about the next word. In human 
beings, however, speaking meaningfully involves intention-
ality and extralinguistic context (as we are embodied and 
embedded beings, see Sect. 3.3.1). What the next word in 
a sentence of ours is can be statistically guessed (and in 
many instances adequately so), but it is not confined to or 
determined by technical processes, and our variations are 
not due only to randomization. Thus, the technical grasp 
on ‘understanding’ in DL helps clarify what such statistical 
‘understanding’ is lacking from a more encompassing view 
within the humanities.

The combination of technical mastery and explanatory 
mystery in DL marks a significant step in the history of 
human inquiry into reality. As we have seen in Sect. 2, the 
workings of trained DL systems remain opaque to our under-
standing. Since DL systems themselves do not understand 
anything, we can now engineer and deploy working systems 
whose inner workings remain fully opaque and they suc-
cessfully solve problems of such complexity that we cannot 
possibly comprehend corresponding solutions. This marks 
a shift from causal explanation toward statistical correlation 
[339]. This corresponds to debates in the philosophy of sci-
ence, which increasingly question the dominance of causal 
explanations [340] and moving beyond epistemic reliabilism 
[341]. An illustrative example in the context of scientific 
inquiry is the problem of protein folding. The three-dimen-
sional structure of a protein defines its function and is deter-
mined by an amino acid sequence. However, the relation 
between the amino acid sequence and the resulting structure 
has been a puzzle of the first order in biology for decades, 
and there seemed to be no feasible way of proceeding from 
one to the other by calculation. With the help of DL, this 
problem has been successfully solved for the majority of 
known proteins [94], although there is still little knowledge 
on why a specific structure follows from a respective amino-
acid sequence. Nevertheless, biologists in many fields can 
now work with these predictions, for instance, in drug design 
[342]. Thus, DL confronts us with the spectacular practical 
advances that cannot be theoretically explained. For the sci-
entific community, this is at once exhilarating and demoral-
izing. We now have a fuller database of crucially important 
protein structures, unthinkable even a decade ago, but, at the 
same time, we do not understand how protein sequence leads 
to protein structure—for all immediate practical purposes we 
do not need to understand it, since we have DL. A question 
of such importance—how sequence determines structure—
may now go under-researched, and under-funded, because 
of DL leaping from one to the other.

This shift in scientific practice seems to bring us back 
closer to more practical notions of ‘understanding’ [343] 
as developed by phenomenological philosophers like Mar-
tin Heidegger and Maurice Merleau-Ponty. They conceived 
of the mind not as a detached subject over against a mate-
rial world to be theoretically dissected, but rather as always 
already “being-in-the-world” in a way that allows us to 
practically cope with the world [273, 344] (on this, see also 
[345]). This philosophical tradition has influenced both 
enactivism and salient approaches to science and technology 
today. Rather than seeing science as a systematic representa-
tion of the world (e.g., the “scientific image” in [346]), such 
approaches conceptualize our scientific endeavor as a set of 
human practices that render the world more intelligible by 
continuously and interactively transforming environments 
(see [347] on the basis of “niche construction” theories 
[348]).

In philosophy of technology, this shift to practice leads 
to a way of engaging novel technologies—from design to 
use—in practical, even pragmatic ways that amount to what 
since antiquity has been called ‘wisdom’: a combination of 
practical skill and mastery and rule-based knowledge, along-
side a sense of one’s limits in knowing and ability to handle 
things. Such an outlook cannot depend on the rationality of 
controlled and verifiable procedures alone but faces the need 
for personal responsibility, virtue, and wisdom in processes 
of discernment and conjectural explorations guided by val-
ues [235, 276] (we will turn to this issue in the next section).

Follow-up questions:
• Do DL systems represent a novel or perhaps stand-alone 

form of rationality? Are they indicative of ‘how human 
intelligence works’?

• How does opacity affect the ethics of AI deployment? 
In biology, for example, results can be tested insofar as 
they work or they do not. That does not apply in the same 
way, without a high price, in societal areas where human 
beings and their freedoms are directly at stake. What fac-
tor should ‘causal explanations’ play in the evaluation, 
prediction of, or ruling over human behavior? In which 
areas should corresponding systems be deployed, and in 
which ones should we refrain from this?

• Does scientific inquiry require causal explanations? What 
is the role of statistical knowledge in science? What is 
the qualitative difference between causal knowledge and 
statistical knowledge? And how does DL factor in such 
debates?

• How could novel models and modes of knowledge, 
understanding and coping in terms of practical wisdom 
look like that would do justice to the relational nature of 
anthropology of technology?
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3.3.3  Human beings as (morally) responsible agents

The complexity and opacity of DL systems force us to clar-
ify our notions of ‘autonomy’, ‘agency’, and ‘responsibility’. 
Who is responsible and should be held accountable for the 
real-world consequences of deploying algorithms with the 
power and capabilities we are witnessing in the latest DL 
applications? [28, 349, 350] This is particularly urgent to 
ask because the architecture of current DL systems cannot 
fully prevent unexpected, potentially harmful ‘rogue’ out-
puts (see Sect. 2.3). In which areas of life should we deploy 
applications whose results we cannot understand or mean-
ingfully reconstruct? To act upon the output of a statistical 
model without the possibility of tracking and understanding 
sequential causal steps complicates the moral evaluation of 
those actions. This is aggravated by the lurking possibil-
ity of bias, deliberate manipulation, and adversarial attacks, 
which cannot, in principle, be excluded. Relying on opaque 
DL systems thus further complicates the already challeng-
ing notion of the responsibility of engineers, laboratories, or 
companies, especially, in the latter case, with respect to their 
increasing weight as global economic agents, able to reshape 
national and international money flows at large scale. It is 
clear that we are facing issues here that require not only 
technical adjustments, but also philosophical reflection and 
practical (societal, political, legal) measures often discussed 
under the label of a ‘trustworthy AI’ (on this, see Sect. 3.2 
above).

More profoundly, these constellations require us to ask 
ourselves if and how we can even consider ourselves to be 
‘autonomous’ in our decision-making processes at all. What 
is the role, range of possibilities, and scope of freedom of 
human beings in human–technology systems? Prunkl [268] 
suggests that ‘autonomy’ can be analyzed in (at least) two 
dimensions: firstly, authenticity, i.e., if beliefs, values, moti-
vations, and reasons held by a person are in a relevant sense 
authentic to that person, and not the product of external 
manipulative or distorting influences; and secondly, agency, 
i.e., if a person is able to act on the beliefs and values they 
hold. Given our relational approach to anthropology, nei-
ther dimension can be construed in a way completely inde-
pendent of either cultural or technological factors. Here, the 
humanities have insights to offer to human behavior, moti-
vation, and, more broadly, freedom (see, e.g., [349, 351]). 
Given that technical innovations will continue to transform 
our societies, we may ask what resources would enable 
human beings—from stakeholders to designers, engineers, 
regulators, politicians, and general users—to use them con-
structively to build more humane societies rather than the 
opposite.

To make progress on those questions, we need to ask what 
motivates us to do the ‘right thing’ in the first place and how 
we can tap into those resources. A humanities perspective 

(and particularly from one that is humanistic) opens up vistas 
for understanding humans as embodied, social, and commu-
nal beings. We are shaped and motivated by community and 
by the stories, symbols, values, and practices we share with 
others, who, in turn, make us who we are. The disciplines 
of the humanities have much to contribute here since this is 
also a question about the social, political, psychological, and 
spiritual conditions (or worldviews) that support and shape 
human agency. Here, not least, a realistic assessment of the 
power of technology is vital [264, 352]. In trying to resource 
human beings to develop and cultivate a sense of self, com-
munity, and agency in a technological world, we suggest that 
we can draw on the resources of many traditions of philoso-
phy, religion, spirituality, and culture. Those traditions can 
provide us with practical resources to train, attune, and form 
human beings to refine their desires, thoughts, and feelings 
[235]. Such virtue—grounded on a relational anthropology 
of human–technology relations—is the basis of any practi-
cal notion of human freedom and morality around which 
we can organize our liberal, democratic, and plural socie-
ties. It is worth noting that this does not deny the value of 
other ethical approaches—deontological, utilitarian, and 
consequentialist—but rather emphasizes the fact that, ulti-
mately, virtue is instrumental to really do what we ethically 
deem good. Thus, we see virtue ethics and the cultivation 
of “the technomoral self” and “technomoral wisdom” [353, 
354]—i.e., morally cultivating the self and wisdom under 
the influence of technology—as a necessary complement to 
any practical ethical assessment of DL systems. Here, our 
analysis of the dynamics of a technicized world goes hand 
in hand with the question of how such dynamics—insofar as 
they are unwanted—can also be countered. A virtue-oriented 
approach, for example, may profit from the spiritual tradi-
tions of moral sublimation that focus on money, sex, and 
power as abiding human temptations toward vice as well 
as realms in which one can behave virtuously. This moral 
outlook on human beings, their actions, motivations, and 
freedom from the negative aspects of those perennial temp-
tations yields a perhaps surprisingly rich assessment of the 
key ethical challenges of DL systems.

Firstly, it is undeniable that money drives DL technol-
ogy as well as societal changes induced by it [355–357]. 
Developments in the field go hand in hand with marketing 
hype cycles and cash-grab investments, as well as dramatic 
variations in stock value. With a focus on the business mod-
els, we can also say that economic dynamics and the incen-
tive structures of the advertisement and attention economy, 
or—more alarmingly put—“surveillance capitalism” [358, 
359]— already have destructive, destabilizing and dehuman-
izing effects on our societies. DL catalyzes such develop-
ments and forces us to consider how bad incentive structures 
and the abuse of economic power can be mitigated—and, 
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positively put, how virtue can be cultivated in economics 
[360, 361]

Secondly, sex, which has always been a driver of tech-
nological innovation [362]—from the success and broad 
implementation of VCR, the dot-com boom, online pay-
ment systems, e-commerce, Internet-based video streaming 
platforms, live video chats, and digital hardware (cameras 
and devices for faster broadband), all the way to high-speed 
Internet on mobile phones, as well as augmented and vir-
tual reality—is a factor in DL applications. One example of 
where this manifests is novel possibilities of DL-powered 
generative AI, which allow for the generation of demean-
ing and pornographic content (e.g., ‘nonconsensual deep 
fake porn’) against the will of victims or even without their 
knowledge. A virtue-oriented perspective on such technol-
ogy would not focus only on technical solutions (such as 
filters and constraints), since technological power can always 
be circumvented or adversarially deployed. It seems timely, 
therefore, to revive more traditional humanistic and spiritual 
ways of engaging with ‘the human’; through educational for-
mation (in the Bildung tradition) toward rationality, sociality, 
morality, and care, which must complement technological 
innovations [363].

Thirdly, it is vital to assess the relationship of technol-
ogy and power [364, 365]. In a sense, technology can be 
understood as a (more or less controllable) form of power 
lent to some, while it renders others (and possibly the rest 
of nature) more powerless with regards to the former [366]. 
In the last few years, we have increasingly seen the appli-
cation of DL in the political sphere [57, 367–370]. The 
manipulative potentials of DL systems [371] clearly have 
the power to substantially impact our ‘freedom’ as citizens 
in modern societies—especially through microtargeting, 
nudging, adaptive preference formation, and manipulating 
choice architectures of ‘persuasive technology’ [372–383]—
which were impressed on the public mind through the ‘Cam-
bridge Analytica Scandal’ [384]. These potentials are fur-
ther evinced by the channeling and filtering of accessible 
information and the algorithmically powered platforming or 
de-platforming of political actors or opinions, and in some 
countries, even social scoring and controlling systems (see, 
e.g., [364, 385, 386]). We have already mentioned fears of 
corporate totalitarianism, which Shoshana Zuboff describes 
as “a ubiquitous networked institutional regime that records, 
modifies, and commodifies everyday experience from toast-
ers to bodies, communication to thought, all with a view 
to establishing new pathways to monetization and profit” 
[358, p. 81]. There are similar concerns in the sphere of 
state-sponsored surveillance and totalitarian power through 
AI systems (and especially DL systems, since such methods 
power machine perception). These concerns reach beyond 
the economic motif of profit and into the political sphere 
of human rights, dignity, and autonomy. While there is no 

doubt that such technologies stand to impact our political 
landscape to an almost seismic degree and that we must 
respond to this challenge [301, 302], it is important to exam-
ine the assumptions about the human underlying these fears. 
Are human beings fully “hackable animals” [364, pp. 85–86] 
that can be fully manipulated and controlled? Taken literally, 
such a view would reduce human beings to quantifiable data, 
which can be manipulated and controlled through engineer-
ing. From a holistic view of the human person, the greater 
danger seems to be that human beings believe this and then 
treat each other as if they were reducible to such data and 
statistical analyses, profiles, and predictions drawn from 
them—this is bracketing out the fact that treating human 
beings in such a way can be both extremely effective and 
dehumanizing at the same time. Thus, an ethical assessment 
of the use of DL, for example, in profiling and predicting 
behavior—which already finds practical application, e.g., in 
law, insurance, loan giving, and health care (see, e.g., [182, 
331, 387–393])—would focus on the insight that such pre-
dictions and profiling can never do justice to human beings, 
their dignity, and freedom as persons and citizens of our 
societies. This would be an anthropological analysis, back-
ing the ethical objection to the abusive instrumentalization 
of DL, rather than just an ethical objection that such abuse 
should not happen. From a virtue-ethics perspective, an 
assessment of DL could begin by focusing on the following 
questions:

Follow-up questions:
• Around which values, standards, and future visions are 

we creating, designing, and deploying novel technolo-
gies? Who sets those markers, and with which legiti-
macy?

• What are the economic, political, and institutional 
dynamics related to DL? Who benefits? How do DL 
systems change the power dynamics? Who is in control, 
and who is being controlled? Which ideas and values are 
imposed on society by those who are ‘in control’? How 
do we deal with the fact that many of those dynamics 
are too complex to even be controlled in any meaningful 
way?

• How are DL systems being used in exploitative ways? 
How can they be designed and deployed in more con-
structive, value-based, and goal-oriented ways? Which 
incentive structures should be created so that the latter is 
encouraged and not the former?

• How are we to think about ‘autonomy’ and ‘responsi-
bility’ given the opacity of current DL applications? 
How should we conceptualize such values in light of a 
relational anthropology (seeing human beings and tech-
nologies as co-constitutive)? And how can we motivate 
ourselves (and design technology that really supports us) 
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to create a more humane future? More broadly still, how 
is DL affecting our self-understanding?

• How could a humane future look like, and how could DL 
systems help achieve such a future? Which applications, 
models, use cases, and best practices are there that lead 
toward human flourishing?

4  Conclusion

We propose that the most promising way of speaking 
about (and conceptualizing) DL systems is not as a ‘stand-
alone’ form of ‘intelligence’ or ‘sentience’ but as a form 
of ‘complex information processing’ that augments human 
intelligence [394]. Historically, this description has been 
rejected—notably by John McCarthy—in favor of an ‘arti-
ficial intelligence’ description, for marketing and funding 
purposes. Given that this has now become entrenched, we 
suggest amending this prevailing designation, to become 
not AI but ‘extended intelligence’ [395–397]. We under-
stand such extension in terms of enactivism and a relational 
anthropology as outlined above (Sect. 3.1.3) and not in terms 
of the ‘extended mind theory’ [398]. Speaking of AI as if 
it were truly intelligent implies a reduction of the human 
condition to closed systems and processes [396]. ‘Extended 
intelligence’, in our proposal, would analyze and assess DL 
technologies within a relational framework of human–tech-
nology systems, instead of seeing them as ontological enti-
ties sui generis. Such systems include both human actors and 
algorithms embedded in cultural, technological, societal, and 
other environmental contexts. Such a perspective avoids the 
reification and anthropomorphization of AI, without losing 
sight of these technologies’ powerful dynamics, influence 
on human beings, and their high degree of practical agency. 
Emphasizing the inherent complexity of such systems lim-
its the longing for control by accentuating the deficiency 
of rigid optimization processes of “single currencies” (such 
as GDP, see [399]). Our proposal complements technical 
practice and optimization with consideration of the ‘human 
factor’, i.e., values, judgments, and our political self-deter-
mination as free human beings—but it has no naive concep-
tion of a contextless ‘freedom’, considering how existentially 
enmeshed we are in our technicized environments. Within 
an extended intelligence framework, we can combine the 
question of how to make better technology with more fun-
damental human questions: what do we actually want, and 
how might we realistically get there? In our view, perhaps 
the most important question here is: what motivates and ena-
bles us to act? Given that we do not conceive of ourselves as 
fully autonomous subjects independent from external influ-
ences (cultural, technological, or biological), how could an 
entangled freedom look like? More broadly, indeed, this is 
perhaps the most important question posed to the humanities 

today—and answers to it will have to draw from intellec-
tual, cultural, and spiritual resources [235]. Only in light 
of answers to these questions can we meaningfully assess 
whether and which technology helps us to get there.

Such an encompassing view can bear upon all stages of 
technological development and application: in design, practi-
cal implementation, and deployment, in assessing its impact, 
and finally, in reconsidering regulations, further design, and 
use. We see such thinking being already fruitfully practiced 
in approaches of human-centered, ‘value-based’ and ‘value 
sensitive’ systems design [276, 299, 400–405].

A realistic assessment of the promise and peril of DL 
requires an holistic relational anthropology and thus an 
encompassing view of the human integration of nature, tech-
nology, and culture. Such a broader perspective can only 
fully come into view if we address technical issues, such as 
those within DL, from a perspective integrating engineering, 
natural sciences, and the humanities. As a cluster of disci-
plines, the humanities, particularly with their multifaceted 
approaches, can help address the pertinent questions in the 
digital transformation. This work program aims to further 
this engagement.

DL will never yield the sorts of results that could bring us 
closer to the future we actually want if it is not approached 
in such an encompassing way. Given the urgency such issues 
have for our societies, it seems pertinent to note here that 
such an aim must reach beyond the bounds of scholarly 
methods in either the natural sciences or the humanities. If 
we want to realize the potential goods of DL systems, we 
would do well to draw from other (non-technical and even 
non-academic) resources—from cultural and spiritual prac-
tices and traditions—which can transform human motivation 
toward care and allow the deployment of DL applications 
for good.
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