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Abstract This chapter explores the ability of digital technologies to provide 
language support for writers. With such ability, technologies directly intervene into 
the productive act of language creation, which we refer to by the traditional term 
formulation. Formulation here is defined as the kind of thinking that happens when a 
writer tries to linearize thought by using language. In written communication, formu-
lation happens during interaction with an inscription tool and is strongly influenced 
by the kind of technology used. In this chapter, we look into some of the changes in 
formulation and language crafting that followed the introduction of digital technolo-
gies. We attempt to estimate where the developments are heading by addressing four 
issues: (1) support for the preparation of formulation, (2) real-time support during 
inscription, (3) support for the choice of words and collocations, and (4) support for 
language use at the revision stage by automated feedback and intelligent tutoring. 
The contribution concludes with some thoughts about future directions. 
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1 Introduction 

No matter through which theoretical lens we look at academic writing, it always 
involves crafting language so that the resulting text carries the message that an author 
wants to communicate. Writers know that words matter, and they usually spend time 
and effort to get the selected words into the right form and order. They know that 
the same thought can be expressed in different words and languages, but are also 
aware that meanings may change with every word replaced and every phrase altered. 
Writing is both expressing meaning and creating meaning (Wrobel, 2002). Some 
experienced writers even claim that they do not know what they think unless they 
read what they wrote. The written text feeds back into thinking and expands the 
options for creating meaning. 

Formulation is defined as the kind of thinking that happens around the moment 
when words are linearized to a language string (see Kruse & Rapp, “Word Processing 
Software: The Rise of MS Word”; Kruse & Rapp, 2023). When the formulation 
activity is finished, writers may assume that what they have in mind is what they find 
expressed in their text. If not, they may change or accommodate their thoughts to 
what they wrote. Alternatively, they may continue revising the text until it conveys 
what they have in mind. 

Writing tools are enabling technologies, without which the activity of writing 
cannot happen. Writing technology enables the inscription of letters and words on 
a writing surface (Baron, 2009; Bazerman, 2013, 2018; Haas, 1996; Mahlow & 
Dale, 2014; Ong, 1982). Formulation, in contrast, is a purely mental activity which, 
however, is not independent of inscription, as writers usually develop their text in 
interaction with the writing tool where they can re-read and re-think what they wrote. 
If the tool allows, they can revise the wording to reshape or extend their thoughts. 
It must be noted, however, that behind written formulation we can still see traces 
of the historically and ontogenetically earlier skill of oral formulation with its own 
rhetoric, registers, and formulation strategies. 

Due to the various capabilities of digital technologies, the writing tools have 
become active agents in crafting language, making it necessary to re-consider almost 
anything we knew about formulation. In this chapter, we will look at formulation in 
the light of the many digital tools that currently make it easier for writers to process 
language. These technologies started with the development of grammar and spell 
checkers in the 1970s (see Smith et al., 1984), which, for the first time in media history, 
enabled writing tools to exert considerable influence on language production and 
text composition. This was only the first step. Today, Natural Language Processing 
(NLP) and computational linguistics are advanced enough to not only support but 
actually appropriately assemble language pieces into different text types such as 
essays or business news. They are able to master complex formulative, grammatical, 
and evaluative problems, as has been shown in Part “Writing Analytics and Language 
Technologies” of this book. We will examine these technological developments from 
the perspective of formulation support they can provide for writers and will discuss 
the conceptual changes in formulation theory that the technologies ask for. For any
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conclusive deliberations, we have to challenge the traditional rhetoric assumption 
that language capability is an exclusively human characteristic. Today, language 
has fallen prey to the computer, and sometimes it seems that computers outwit the 
human brain with regard to grammatical, rhetorical, and terminological abilities. 
Then, the questions that arise are: What is it that will remain for the humans? And 
how can humans make use of the computer in the best way to boost their linguistic 
performance? 

2 Traditional Views of Formulation (the Past) 

Formulation, a topic grounded in psycholinguistics, has attracted attention from many 
researchers throughout the past centuries. One of the starting points was Wilhelm 
Wundt’s (1900) monumental 2-volume work The Language, which presented thor-
ough considerations about creating utterances and forming sentences (see Levelt, 
2013, for a review). While Wundt treated formulation primarily in relation to the 
thoughts expressed, Bühler (1927) pictured it in a communicative frame where the 
sender, the receiver, and the message were specified, all three of them being part 
of a given context. The message, in his view, is not only tied to the thought of the 
writer but also to the receiver it is meant for. Thus, the message has representational 
meaning, but it also conveys the internal state of the sender and may be seen as an 
appeal to the receiver (see Nerlich & Clarke, 1998). To address formulation, several 
alternative terms have been used, such as ‘sentence production’ or ‘sentence forma-
tion,’ ‘language production,’ or ‘language generation,’ all referring to the activity of 
producing meaningful chains of words. 

Only a few studies have dealt with written formulation (e.g., Keseling, 1993; 
Wrobel, 1995, 2002). The cognitive model by Hayes and Flower (Flower & Hayes, 
1981; Hayes, 2012; Hayes & Flower, 1980) introduced the term ‘translation’ for 
‘formulation.’ This model was built on the idea that content is first created cognitively 
and then translated into language. This assumption led to numerous discussions 
about how such a process could take place (e.g., Alamargot & Chanquoy, 2001; 
Fayol, 2016; Fayol et al., 2012; Galbraith, 1999, 2009). Recent revisions of the 
model (Galbraith, 1999, 2009; Galbraith & Torrance, 2004) have tried to push it 
into a dual process approach, understanding “writing processes as an interleaving of 
dispositional content generation and rhetorical structuring” (Galbraith & Torrance, 
2004, p. 63). Instead of a successive creation of content and language, as the original 
model suggested, they proposed a parallel processing of content generation as both 
cognitive and linguistic. Content, here, is not created first and then translated, but it is 
assumed that “ideas form as the language is produced” (Torrance, 2016, p. 80). This 
opens the door to considering language as a part of, if not a leading force in knowledge 
creation and meaning-making. This shift in perspective would, consequently, afford 
an additional theoretical step towards an operational view of language telling us how 
language is related to ideas and what exactly writers do with words and grammar.



450 O. Kruse et al.

Knowledge cannot be constructed and cannot be thought of without language, but 
it needs a linguistic theory to say how language does this and how writers use language 
for the expression of intentions and the creation of thought (see more in Kruse & 
Rapp, 2023). The quality of thinking and writing depends, for instance, on the size 
of the mental lexicons of the writers, as well as of their mental phrasebooks. Limited 
word and collocation knowledge make writing difficult and would allow formulation 
on a basic level only. Words are the building blocks for sentence construction and the 
basic elements of meaning-making. Faber (2015) sees words and terms as units of 
specialized knowledge as much as of a specialized language and considers them as 
“access points to larger knowledge configurations” (p. 14). Common languages and 
their rich vocabularies form the core of formulation activities and frame the use of 
special terminologies associated with different professional, cultural, or educational 
domains. 

Even if language generation of adult writers is automatized to a large degree, they 
still make deliberate and purposeful choices of terminology, word order, phrases, 
rhetoric, parts of speech, etc. After about 12 years of school, beginner academic 
writers have enough training to understand a good deal of the linguistic and rhetorical 
means of text production for transformative writing strategies (Kellogg, 2008). They 
are aware of linguistic decisions and know of the need to be precise in language 
use. They also have a mental lexicon large enough to address the most important 
issues in academic thought but still have to extend their mental lexicons considerably 
to keep up with the vocabulary and knowledge of their disciplines. Word learning 
in the disciplines is usually not independent from acquiring knowledge, and it is 
a rather slow process of familiarizing with words (Wolter, 2022) including their 
morphological, collocational, semantic, and pragmatic aspects. 

3 Current Transformations of Formulation Induced 
by Technology (the Present) 

The new ways of digital writing have made formulation a much more comfortable 
activity mainly because of improved options for inscription and revision (see Heil-
mann, “The Beginnings of Word Processing: A Historical Account”; Rapp & Kruse, 
“Word Processing Software: The Rise of MS Word”; Kruse & Anson, “Plagiarism 
Detection and Intertextuality Software”). Corpus studies have led to a wide array of 
information on the lexical, collocational, grammatical, rhetorical, and genre-specific 
dimensions of texts that can be operationalized for writers, even though not for all 
languages alike (Chitez & Dinca, “On Corpora and Writing”). The key to language 
technologies is automatic text analysis, for which a large number of methods have 
been developed (see Part “Writing Analytics and Language Technologies”). The
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items below encompass a birds-eye-view of what language technologies have to 
offer for formulation support. 

– Automated spell, grammar, and style checkers (Cotos, “Automated Feedback on 
Writing”; Link & Kolovskaia, “Automated Scoring of Writing”) 

– Sentence completion and word prediction features for real-time text production 
support (Kruse & Rapp, “Word Processing Software: The Rise of MS Word”) 

– Synonym finders for word level support (Kruse & Rapp, “Word Processing 
Software: The Rise of MS Word”) 

– Built-in corpora along with search tools and query platforms (Chitez & Dinca, 
“On Corpora and Writing”) for inquiries on research language 

– Phrase books for collocation level support (Chitez & Dinca, “On Corpora and 
Writing”) 

– Rhetorical and discipline-specific automated feedback for genre writing support 
(Cotos, “Automated Feedback on Writing”) 

– Intelligent tutors for guided individualized learning (Banawan et al., “The Future 
of Intelligent Tutoring Systems for Writing”; Cotos, “Automated Feedback on 
Writing”) 

– Preparing formulation by idea and concept development (Kruse et al., “Creativity 
Software and Idea Mapping Technology”) 

– Key stroke logging for ‘behind the scenes’ analyses of inscription and revision 
processes (Wengelin, “Investigating Writing Processes with Keystroke Logging”) 

– Reference management systems for quoting and evaluating literature (Proske 
et al., “Reference Management Systems”) 

– Plagiarism-detection systems for checking intertextuality and relations to other 
publications (Anson & Kruse, “Plagiarism Detection and Intertextuality Soft-
ware”) 

– Argument mining or mapping for argument construction support (Benetos, 
“Digital Tools for Written Argumentation”) 

– Information retrieval and knowledge extraction systems connecting automatic 
content generation with linguistic framing (Benites, “Information Retrieval and 
Knowledge Extraction for Academic Writing”) 

– Automatic text generation producing almost perfect linguistic surface structures 
with minimal human involvement (Delorme Benites et al., “Automated Text 
Generation and Summarization for Academic Writing”). 

With these technologies, formulation has become a collaborative human-computer 
issue and, eventually, more parts of it are done by the machine than by the human 
writer. Digital technology provides formulation provision on all levels, be it at the 
word, phrase, grammar, or document level. NLP developments have decoded the 
productive aspects of language and are advancing the support not only for language 
usage but also for content development.
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In the remainder of this contribution, we will focus on four functional aspects 
of the technological abilities listed above to demonstrate and discuss in more detail 
what impact digital technologies can have on formulation processes: 

1. Support for preparing and guiding formulation processes: Making writers collect 
and create meaningful bits of verbalized thought and knowledge either in the form 
of mind or concept maps without the constraints of linearization, or in the form 
of notes and summaries. 

2. Real-time support during inscription: Aiding inscription with linguistic support 
such as sentence completion or grammar and spell checkers to unburden writers 
from elementary constraints of sentence construction. 

3. Support for the choice of vocabulary: Search tools to scan through digital corpora 
which can provide direct access to linguistic information such as word use, 
collocations, rhetorical choices, or synonyms. 

4. Support through automated feedback and intelligent tutoring: Complex analytic 
tools can offer formulation support for relevant linguistic and rhetorical traits 
such as cohesion/coherence, focus, style, structure, connectives, moves/steps, 
and more. 

It is worth noting that most of these developments are happening in English; the 
transfer to other languages is not always a given. 

3.1 Support for Preparing Formulation Processes 

Writers may follow different strategies regarding the onset of inscription in a writing 
project. They may prefer to do the reading and note-taking first to acquire enough 
knowledge for their paper before they start formulating their ideas and developing 
content. They may also begin writing right away from what they already know and 
then do the reading. For formulation, not only knowledge about a topic must be 
available but also knowledge of disciplinary vocabulary. Some of these prerequisites 
can be acquired before formulation actually takes place, especially if supported by 
tools for: 

3.1.1 Mind and Concept Mapping 

These tools operate at the concept level, where concepts are represented by words, 
expressions, or interconnected words (see Kruse et al., “Creativity Software and 
Idea Mapping Technology”). They help prepare formulation by singling out the 
thoughts to be expressed and the relations between those thoughts, which serve as 
initial framing for the linearized text. In mind mapping, the resulting tree can be 
transformed into an outline that contains the central ideas/words to be filled in with 
text. Concept mapping, in contrast, focusses on the interrelation of single thoughts 
or bits of knowledge including the relation that connects them.
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3.1.2 Note Taking and Summarisation 

Such tools are built on the idea that the best preparation for a text is to write small 
texts in advance (e.g., notes summaries), which later can be used either as a flexible 
basis for the expression of own ideas or as the basis for the literature report (see 
Pitura, “Digital Note-Taking for Writing”). Although note taking and summarisation 
are traditional forms of academic work, they have been integrated in new ways of 
accessing texts and organising text excerpts. Summarized text can be easily reused, 
thus offering basic textual units for the formulation process. 

3.1.3 Annotation and Social Annotation 

Annotation tools in general aim to foster the connection between reading and writing 
by relating own thought with printed text. In social annotation, where several users 
are involved, annotations can be commented on, answered, or extended (Hodgson 
et al., “Social Annotation: Promising Technologies and Practices in Writing”). This 
allows for acquiring a deeper understanding of the topic at hand, along with an 
extension of the expressive abilities to write about it. 

These three types of tools account for the fact that activities focused on preparation 
of formulation need to intertwine, not separate, the linguistic and content-related 
elements. There is no abstract preparation by language learning through memorizing 
certain language features, studying word lists, or trying to remember collocations and 
phrases. Also, memorizing content is not an effective strategy because formulation 
means making sentences move, and this kind of sequentiality is created by linguistic 
elements such as connectives, sentence structures, and grammar. 

3.2 Real-Time Support for Formulation Activities During 
Inscription 

Formulation processes are tied to the short time span when words are written down. 
Writers may prepare this short moment of inscription by activities such as reading, 
summarising of literature, or thinking ahead of what they might want to say. Still, 
most decisions are made in the moment of inscription, and, ideally, formulation 
support has to be squeezed into the short time slot that inscription offers. Supporting 
formulation activities at the very moment of inscription needs technologies that are 
fast enough to enter the microprocesses of inscription without distracting writers too 
much or disturb their thought processes.
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3.2.1 Grammar, Style, and Spell Checkers 

Grammatical accuracy is an essential aspect of most writings and has both an oper-
ational aspect in terms of text construction and a conventional aspect in terms of 
the compliance to established norms. The fact that digital inscription tools not only 
passively preserve letters and words but also actively inform the writers about various 
dimensions of inacurate language use or sentence construction, has been a millen-
nial invention. Still, to this day, grammar checkers are far from being perfect (Cotos, 
“Automated Feedback on Writing”). Yet, while inadvertently missing out on some 
aspects of writing, they still have a similar success rate in detecting textual problems 
compared to teachers. For a thorough discussion of reliability and validity of auto-
matic scoring and text evaluation, see Link and Koltovskaia (“Automated Scoring 
of Writing”) and Cotos (“Automated Feedback on Writing”). 

The first grammar checker, called Writer’s Workbench, was developed in the 1970s 
(see Smith et al., 1984) but became publicly available only in the mid-1980s. It was 
created by Lorinda Cherry and Nina McDonald from the Bell Labs and was based 
on NLP technology. It involved mainly lists of words and lists of common errors that 
the program marked in the text. Grammar checkers cannot simply rely on the rules of 
a consistent grammar, which they would “use” or “apply.” Languages simply do not 
work consistently as rule-based; rather, languages exhibit multidimensional usage 
patterns of which only some are reflected in grammar books. For more technical 
information on NLP and grammar checkers, see Dale et al. (2000). 

3.2.2 Automatic Word Division and Hyphenation 

A writing problem that seems to have been solved is word division, as word processors 
do this automatically, and no decisions have to be made by the writer. In inflexible 
inscription systems such as typewriters, the number of words fitting into one line was 
a problem, at least in languages where separation was restricted to syllables. Not only 
was knowledge of hyphenation necessary, but also the space left for the last word in 
a line had to be calculated (at least when typewriters were used). Hyphenation works 
on the basis of word lists, in which the division points are marked and applied when 
the text approaches the margin. There are also formulas in use for syllable separation 
when words on the list are missing. Automatically set hyphens are considered ‘soft’ 
hyphens in contrast to self-set hyphens which are considered ‘hard.’ The soft hyphens 
disappear when the text is reformatted and the hyphenated word does not hit the end 
of the margin, while the hard hyphens remain in such a case. For formulation activity, 
automatic hyphenation is another help function freeing the writer from a lower-order 
concern that, in typewriting, not only demanded constant attention but was also a 
source of errors.
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3.2.3 Autocompletion and Word Prediction 

Perhaps the most straightforward approach to supporting inscription processes is 
autocompletion, which aims at what is essential in formulation: deciding on the next 
word(s). Autocompletion software offer potential completions to a sentence begin-
ning; they can offer single words or chains of words such as phrases or collocations. 
It can offer several suggestions from which the writer can choose. This software type 
is mainly used in mobile devices and for search engines, but it is also an option in 
Microsoft Windows. Next to a large vocabulary, a collocation dictionary is needed 
for word prediction. Individual shortcuts for autocompletion are possible so that a 
user-based dictionary for completion can be created and, for instance, ‘thank you’ is 
automatically offered when typing ‘tha’. Autocompletion can be based on a general 
dictionary or on individual word usage built from previous texts. 

3.3 Support for the Choice of Vocabulary 

Approaches from corpus and computational linguistics provide features allowing to 
search for appropriate words, word usage, or collocations. These measures are not 
as immediately tied into the inscription process as the aforementioned ones but need 
a certain search action on the part of the writer. The action may be as quick as right-
clicking the mouse to open the synonym finder, or it may be a more extended action 
like querying a corpus-based search tool to look for collocations. Let’s consider some 
prominent examples of digital tools offering vocabulary-level support. 

3.3.1 Synonym Finders 

Synonym finders, as included in Microsoft Word and similar word processors, are 
good examples of support features for formulation during inscription. They work 
only on demand and not automatically like autocorrection (once ‘activated’). The 
technology of synonym finders is comparatively simple, having developed from 
word collections in dictionaries and then made available as searchable electronic 
documents. All it takes is to choose the right word that corresponds to the text. 

In Microsoft Word, right-mouse-clicking on any word launches the synonym func-
tion, usually providing five alternative words. When an alternative word is clicked 
on, it replaces the original word in the text. In some instances, antonyms are also 
displayed. The thesaurus, which is available from the same menu in Microsoft Word 
as the synonym finder, has a different organisational form. It is a structured, alpha-
betically ordered list of interconnected words. Each term is clickable to retrieve a 
new list of synonyms, so that variations in meaning of similar terms can be readily 
assessed. 

A more complex system of synonym finding is offered as a Microsoft Word 
add-on by https://www.synonyms.com. It offers more synonyms and antonyms than

https://www.synonyms.com
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Microsoft Word and it is available in six languages. Additionally, this tool offers word 
usage examples and is more creative in graphically representing word relations. The 
same company STANDS4 running the synonym finder also offers an abbreviation 
and acronym finder at http://www.abbreviations.com, which is a useful addition to 
the synonym finder. 

3.3.2 Phrasebooks 

Connecting phrasebooks with word processors is uncommon. Phrasebooks have been 
created for various languages, domains, and research fields. In general, phrasebooks 
support writers according to the idiomaticity of the domain/genre by offering complex 
phrases. In academic writing, the Manchester Academic Phrasebank is the best-
known tool, pioneering not only in collecting phrases for numerous topics, but also 
in providing clarity through presentation in tabular format (Davis & Morley, 2015). 

A bilingual (German and English) phrasebook is integrated within Thesis Writer 
(Kruse & Rapp, 2019; Rapp et al., 2022), which is a specialised platform designed to 
instruct and guide thesis writers focusing on their extended research papers. Thesis 
Writer offers a template-based outline generator to create a thesis proposal. Each 
step (e.g., ‘state your research question’, or ‘describe the state of the knowledge to 
your topic’) is supported by a list of 10 commonly used phrases. Additionally, Thesis 
Writer offers a large, open phrasebook similar to the Manchester Academic Phrase-
bank. It contains phrases, relevant for thesis writing, distributed into 16 categories 
related to research writing and 63 sub-categories, each of which corresponding to a 
particular communicative aim, similar to Swales’ (1981) moves and steps. For each 
of the 63 categories, 20 distinct phrases are presented–all derived from a large corpus 
of academic research papers, dissertations and expert statements. 

3.3.3 Concordancers and Collocation Finders 

Corpus linguistics and computational linguistics have contributed several technolo-
gies to offer writers real-time support through text-based evidence (Chitez et al., 
2015; Cotos, 2017; Cotos et al., 2017; Flowerdew,  2015; Hsieh & Liou, 2009). In 
second language teaching, providing lexical support directly from corpora forms an 
important grounding (Sinclair, 1999, 2004) that expands to more complex linguistic 
phraseology and rhetorical functions (Flowerdew, 2012, 2015). 

L2 learners and writers, however, differ from L1 users who, at least passively, know 
most words and phrases and therefore look for the most appropriate lexical choice 
rather than considering rhetorical effectiveness. Whilst for L1 writers, synonym 
finders (for words) and phrasebooks (for phrases) seem advantageous, there is still a 
need to provide support for special terminology or more complex expressions, which 
requires individual corpus searches. The values of these offers likely depend on the 
size and specific focus of available corpora.

http://www.abbreviations.com
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One of the most straightforward approaches to provide access to corpus data 
is offering writers an accessible or integrated concordance tool such as AntConc 
or ConcApp to search a corpus of selected documents for language use. Thesis 
Writer (Kruse & Rapp, 2019) has an integrated concordancer, through which users 
can explore an embedded English and German corpus. Searches can be performed 
for single words or word connections (collocations), with the tool searching for all 
instances where the words or collocations have been used in the corpus and then 
displaying them in a list. The number of words preceding/following the search term 
can be selected, and writers can check how the respective word/collocation is used 
in an authentic sample of documents. Whilst little is known about how much such 
tools are utilised and what their gain is, it seems that users require training in order 
to profit from them (Hsieh & Liou, 2009). 

A far more differentiated collocation finder is offered by Philip Edmond (http:// 
www.just-the-word.com), which presents search results in a clearly arranged tabular 
format. Here is an example of a search query on the term “risk”: 

‘accept risk’ (45); ‘carry risk’ (96); ‘concern about risk’ (15); ‘cover risk’ (31); ‘involve risk’ 
(59); ‘take risk’ (680) 

The bracketed numbers refer to the number of entries found in the British National 
Corpus. Collocations with verbs, adjectives, and other nouns are presented sepa-
rately. Here, a three-page list of collocations only for the word ‘risk’ provides a 
systematic account of all word connections. Even though collocations are a main 
issue in formulation, it is not clear how such a linguistic offer would serve writers 
without reducing the amount of information to a manageable size. 

3.4 Support Through Automated Feedback and Intelligent 
Tutoring 

Many modern language technologies make use of algorithms that can analyse deep 
structures of texts and, from there, can help generate automated feedback and provide 
tutoring for writers (see Part “Writing Analytics and Language Technologies” this 
volume). Such feedback is usually not given during the initial inscription but rather at 
a later stage when the text or a considerable part of it exists as a draft or seems finished. 
Revision means to reformulate parts of the text in order to adjust it to various demands 
of the content, structure, flow, genre, or audience. None of such changes can be 
accomplished without altering the wording and re-shaping the linguistic surface. For 
the writer, this kind of revision means to change the perspective from a text producer to 
a reader and evaluator of the text. Similarly, writing software has to transpose into an 
educational technology specifying what and how writers should learn. The tools we 
are looking at below give feedback not only at the language level but address a much 
broader range of deeper textual issues such as content development, focus, coherence 
and cohesion, organisation, rhetoric, flow, and structure. Each of them touches upon 
a different layer of text development and relates differently to language. Feedback

http://www.just-the-word.com
http://www.just-the-word.com
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on any of these measures necessarily leads to changes of the wording of the text 
and forces them to engage in reformulation. In what follows, we give examples of 
how automated feedback and intelligent tutoring influence formulation. We hope to 
demonstrate that reformulation needs more attention as a necessary part of revision, 
as it is connected to a large number of meta-communicative, meta-discursive, or 
meta-linguistic aspects demanding learning and re-orientation from the writer. 

3.4.1 Rhetorical Support: Move Analysis 

Move analysis is grounded on Swales’ (1981) analysis of research article introduc-
tions, which connects the rhetoric of the text (expressions, phrases) with the commu-
nicative intentions of the writer (moves and steps) and the overall Introduction-
Methods-Results-Discussion (IMRD) structure of the research article. Scholars 
analysing discourse in the Swalesian tradition identify phrases that serve as func-
tional language, which is distinguishable from content-based language. To communi-
cate effectively, research writers tend to use such functional language to make their 
intentions clear and avoid ambiguities. Beginning academic writers, on the other 
hand, are often not aware of the need to compose their research reports based on 
genre-specific rhetorical elements and instead try to express themselves creatively 
yet unconventionally. 

The most elabora te Automatic Writing Evaluation (AWE) tool using move anal-
ysis to instruct writers is the Research Writing Tutor (RWT) (Cotos, 2014; Cotos, 
“Automated Feedback on Writing”; Cotos et al., 2020). It is based on the evalua-
tions of a carefully collected 900-document research article corpus containing 30 
papers from 30 disciplines. The documents were analysed along the categories of 
the Swalesian move analysis (Cotos, 2018; Swales,  1981) which, for this purpose, 
was extended beyond the introduction to cover all IMRD/C sections. 

The core feature of the RWT is an algorithm that operates based on a collec-
tion of functional language (n-grams) related to specific moves/steps, which allows 
to identify the IMRD/C rhetorical traits, make them visible by color-coding, and 
generate feedback comments on them. Numerous examples of alternative language 
choices characteristic of individual moves/steps may be accessed vis a functional 
concordancer. A similar automatic feedback system is the AcaWriter, which devel-
oped move/step-like detection systems for expository and reflective student genres 
(Knight et al., 2018, 2020; Shibani, “Analytic Techniques for Automated Analysis 
of Writing”). 

Both tools, the RWT and the AcaWriter, provide scaffolding features for writers 
that are built around an automatic detection of phrases and offer support for their 
selection, interpretation, and eventually replacement. “Scaffolding”, here, means 
that text construction and learning about academic writing are equally involved. 
Learning about formulation takes place while developing own paper. The pedagogical 
problem of such help functions for formulation activities is to offer appropriate word 
combinations without necessarily constraining the rhetoric of the writers. Making 
all writers use the same wording would be a rather odd practice for a scaffolding
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system. Rather, the selection process of wordings is tied to the aims of a particular 
textual step and can be optimized when it becomes clear what the aim is and which 
formulative options are available. 

3.4.2 Cohesion and Coherence 

The concepts of coherence and cohesion offer another opportunity to connect struc-
tural aspects of text organization with linguistic text elements such as transition 
markers, forward and backward references, and connectives. Coherence refers to 
the logical dimension of thought organization in a text while cohesion denotes the 
linguistic connectedness between stretches of text (Halliday & Hasan, 2013; Taylor 
et al., 2019; van Dijk, 1977). Coherence and cohesion depend on each other, and 
writing usually involves aligning topic development with linguistic organizers of 
text flow. 

A critical element for coherence and cohesion are connectives or connectors. 
They serve both as syntactical bridges between clauses and as indicators specifying 
the relationship between thoughts (e.g., causal, temporal, additive, conclusive, condi-
tional, etc.). In academic writing, precise thinking depends on the selection and usage 
of connectives. What makes them difficult to learn is their sheer number. The web-
based multilingual lexical resource at http://connective-lex.info/ lists 142 English, 
274 German, 328 French, and 173 Italian connectives (for more information see Stede 
et al., 2019). Learning to distinguish and use them takes time. Determining the right 
connective is not a matter of grammar but rather a matter of thought organization. 

What can automated feedback do to support the use of connectives and how can 
it help writers understand deeper levels of coherence? There are a number of tools 
that focus on cohesion and include connectives; we will refer here to only two. 
The first is Coh-Metrix (http://cohmetrix.com) by McNamara et al. (2013, 2014), 
which is an analytical system using algorithms for a high number of different indi-
cators describing linguistic and discourse representations of a text (McNamara & 
Graesse, 2012; McNamara et al., 2014). These algorithms have been applied in an 
online tutoring platform called Writing Pal (Banawan et al., “The Future of Intel-
ligent Tutoring Systems for Writing”; Roscoe & McNamara, 2013”) which hosts 
many analytic, tutorial, and gaming features for learning writing strategies. Coh-
Metrix provides five different indices to evaluate uploaded text (Dowell et al., 2016, 
p. 78): narrativity, deep cohesion, referential cohesion, syntactic simplicity, and word 
concreteness. What do the coherence measures offer? “Deep cohesion” considers the 
number of different kinds of connectives and conceptual links while referential cohe-
sion refers to the “words and ideas that overlap across sentences and the entire text, 
forming explicit threads that connect the text for the reader (p. 78).” 

The second tool is the Writing Mentor, an NLP-based tool (Burstein et al., 2018) 
available as a free-of-charge Google Docs add-on (https://mentormywriting.org). It 
is designed to provide feedback on four relevant essay parameters: convincing, well 
developed, coherent, and well edited. ‘Coherent’ is defined as indicating the flow of 
ideas (highlighting topical words), transition terms, long sentences, pronoun usage,

http://connective-lex.info/
http://cohmetrix.com
https://mentormywriting.org


460 O. Kruse et al.

and titles. Topical words that mark the flow of ideas are highlighted. For ‘coherence’, 
the user has to choose from several feedback types such as transition terms, sentence 
length, section headers, pronoun reference, and indicators of topic development. 
Feedback is specified for the genres of essay, letter, narrative, and other. Tutorials are 
connected to each evaluative dimension connected with the respective advice, thus 
making the transition from automated feedback to intelligent tutoring. 

Both tools, RWT and Writing Mentor, may be characterised as a language-
awareness tool, directing the writer’s attention to relevant linguistic and rhetorical 
issues and explaining their significance to textual construction principles. Much of 
the evaluative activity is left to the writer, as are the conclusions for text revision. 
Tutorial advice for complex linguistic issues such as coherence has limits. Auto-
mated feedback does not guide the writers’ pen but points at the factors that matter 
and makes them think about language. 

4 Conclusion: What Are the Developments Pointing 
at (the Future)? 

Language assistance and formulation support have received comparatively little 
attention in writing theory. Although digital language technologies exist for more 
than 50 years and have been recognized for their rapid and revolutionizing results, 
their effects on formulation have not been analysed and theorized systematically. 
Perhaps one of the reasons is the lack of linguistic underpinning in writing theo-
ries and, to some extent, the nature of teaching writing in L1 contexts. Although no 
one would seriously doubt that language skills are necessary for writing, there is 
no consistent operational language theory that would explain what writers do with 
language (see Kruse & Rapp, 2023). 

Technologies supporting formulation activities have arrived at an advanced stage 
of development, with many of them now regularly used in word processors or other 
digital environments, and more are still to come. We can no longer think of writing 
without these technologies, but we have to accept that the nature of formulation has 
significantly changed. The inscription environments of today’s word processors and 
editors made formulation a more comfortable task, with few lower-order constraints 
that formerly occupied a large part of a writer’s attention. Newly developed tech-
nologies, such as automated feedback, intelligent tutoring, argumentation support, 
or corpus-based search tools, address the writers’ higher-order concerns, particularly 
when connected to a certain genre or domain of writing. In natural language genera-
tion supported by artificial intelligence, formulation may be completely executed by 
the computer while the writer’s activity would be reduced to the control and revision 
of wording and content. We have to assume that summarization, reformulation, and 
editing would be executed automatically by digital technologies so that much of the 
formulation activity will be delegated to the computer.
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