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A B S T R A C T

Startups are a key force driving economic development, and the success of these high-risk ventures
can bring huge profits to venture capital firms. The ability to predict the success of startups is a
major advantage for investors to outperform their competitors. In this study, we explore the po-
tential of using publicly available LinkedIn profiles as an alternative and complementary data
source to Crunchbase for predicting startup success. We provide a comprehensive review of the
existing literature on the factors that influence startup success to create a large set of features for
predictive modeling. We train two models for predicting startup success employing light gradient
boosting that use LinkedIn data as a standalone and as a complementary data source, and compare
them to baseline models based on Crunchbase data. We show that using LinkedIn as a comple-
mentary data source yields the best result with a mean area under the curve (AUC) value of 84%.
We also provide a thorough analysis of what types of information contribute most to modeling
startup success using the Shapley value method. Our models and analysis can be used to develop a
decision support system to facilitate startup screening and the due diligence process for venture
capital firms.
1. Introduction

Venture capitals (VCs) are professionals who manage a pool of capital and provide funding to private companies. They function as
financial intermediaries by matching investors with financial resources looking for investment opportunities to entrepreneurs with
promising ideas (Peneder, 2010).

VCs make an important contribution to economic growth. As new companies need a large amount of money to accelerate their
growth, the debt financing offered by banks is unsuitable from a cash management perspective. VCs have emerged to fill this gap in
startup financing and often remain the only possible source of capital for many new ventures (Davila et al., 2003).

However, the venture capital industry faces challenges which are mainly driven by two factors: First, the amount of capital invested
into startups has grown by 300–400% over the last decade while the number of new startups has remained approximately the same
(Retterath, 2020). As a result, a rising number of VC firms have to invest an increasingly large amount of capital in a limited number of
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assets, leading to growing competition among VCs. They aim to invest before competitors do and at earlier stages of startups: Series A
investors typically invest in the seed stage now, while seed stage investors often invest in the pre-seed stage. Second, globalization of the
traditionally more local VC business is facilitated by use of digital technology (Agmon and Sj€ogre, 2016). “Geography and ‘warm intros’
via exclusive networks will eventually become less relevant” (Retterath, 2020). Moreover, deal-flow is shifting from mainly passive
sourcing models of the past to an increasingly active sourcing model as most investors will compete for very few high potential deals. In
addition, the Covid-19 pandemic has boosted these developments as more and more investors are willing to consider investment targets
outside their geographic area (Retterath, 2020). Another critical factor affecting VC funding is the impact of the Federal Reserve
quantitative easing (QE) on capital flows in 2020 as a response to the economic downturn caused by the Covid-19 pandemic, which led
to a flood of excessive capital into the VC industry, driving up the valuations of startups and increasing competition among investors for
the best deals (Aryoubi et al., 2020). A major challenge for VCs is to find startups with a higher probability of success. Not only have
studies shown that VCs often underperform compared to the S&P 500 index (Harris et al., 2014), but also that they are highly susceptible
to human error and subjective judgment (Matusik et al., 2008). Moreover, the process of sourcing and screening in conventional in-
vestment methods is still very tedious and time-consuming due to the complexity of the strategy to evaluate the risks and rewards behind
each investment (Schmidt, 2019).

Therefore, the challenge of how to better evaluate and predict the likelihood of startups' success is undoubtedly of great importance. In
recent years, machine learning has experienced a significant upswing and found numerous applications for data-driven investment ap-
proaches. However, previous studies were mostly limited to the analysis of structured data sources, such as databases of the startup
ecosystem consisting of investors, incubators, and startups (Ferrati and Muffatto, 2021; Fragkiskos et al., 2021; Lencioni, 2020; Zhang
et al., 2017). In particular, numerous studies have been conducted to build predictivemodels based solely on data provided by Crunchbase
(Dalle et al., 2017; Ferrati and Muffatto, 2020; _Zbikowski and Antosiuk, 2021). While Crunchbase provides a large dataset with extensive
information about the company, investor funding, information about the team (i.e., founders and employees) are largely absent, which
has proven to be critical to a startup's success. Thus, predictivemodels based solely on Crunchbase data cannot capture the full mechanism
underlying a company's success. In addition, Crunchbase data provides information that is often not available at the time of decision
making, rendering models trained on Crunchbase data very difficult to apply in a real-world scenario ( _Zbikowski and Antosiuk, 2021).
This limitation is also found in themost closely related study by Sharchilev et al. (2018). They built a gradient-boosted decision treemodel
to predict the likelihood of receiving Series A funding for companies using a dataset collected by Crunchbase, enriched with data from
publicly available LinkedIn profiles of people working in the companies in addition to other web sources. However, several limitations can
be identified. First, the Crunchbase dataset was enrichedwith data from Linkedin and other web sources collected a few years after the last
sample from the originally labeled Crunchbase dataset. The impact of this approach on the performance of the model is not investigated
and is difficult to predict. Second, only a few features are created from LinkedIn profile data (e.g., number of founders, statistics on the
success of their previous companies, previous startup experiences, etc.), which means that the full data potential of LinkedIn was not
exploited. Third, LinkedIn data is used as feature enrichment for Crunchbase data, thus the potential of LinkedIn data as a stand-alone data
source for building a success prediction model is not evaluated. Finally, the significance of the model's features is only briefly addressed,
and it is our opinion that further analysis is needed with respect to the model's explainability.

In this study, we explore the potential of using publicly available LinkedIn profile data to augment the missing information about the
team for predicting startup success. Specifically, we enrich the data provided by Crunchbase with information about the founders
collected from publicly available LinkedIn profiles and use it to train a robust machine learning model with light gradient boosting
(LGBM) (Fan et al., 2019). In addition, we evaluate the potential of using LinkedIn profile data as a stand alone data source for predicting
startup success. We then compare our models to a benchmark model trained solely on Crunchbase. Finally, we analyze which types of
information contribute the most in modeling the success of startups by applying the Shapley value method (Sundararajan and Najmi,
2020).

2. Related work

2.1. Survey on startup success factors

A large body of literature exists on understanding the determinants of business success, which is a multifaceted and rapidly evolving
process shaped by a variety of internal and external business factors and macroeconomic environments, including the global business
cycle, industry trends, and government policies (Worthington and Britton, 2009). The literature review focuses on identifying factors
that are both well documented in the literature and available in our datasets to be investigated.

Recently, Tykvov�a (2018) and Corea (2019) conducted extensive literature reviews to identify specific variables that could explain,
to varying degrees, the likelihood of a firm's success. We briefly review the key determinants identified in previous studies. This provides
valuable insights into what types of data should be used and serves as a foundation and inspiration for feature engineering to model
business success. In general, the variables can be categorized into three macro groups (Corea, 2019): Company-related, person-related
and investment-related attributes.

Company-related attributes include characteristics associated with business/operational aspects. The number of patents is positively
related to the likelihood of exit (Cockburn and MacGarvie, 2009; Mann and Sager, 2007) and increases the likelihood of obtaining
funding at a higher valuation (Greenberg, 2013). The same applies to government research grants (Islam et al., 2018), which increase
the likelihood of funding in the six months following the grant, and participation in an accelerator program (Plummer et al., 2016).
Strategic marketing (Morgan, 2012) and strong social media presence (Gloor et al., 2020) have been shown to correlate highly positively
with business success. Strategic alliances (Hoenig and Henkel, 2015; Ozmel et al., 2013a) and board composition with experienced
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consultants (Giudici et al., 2020; Soriano and Castrogiovanni, 2012) have also been reported to correlate positively with startup success.
In addition, Miloud et al. (2012) found that higher product differentiation, the industry in which the company operates and the growth
rate of the industry, the number of founders, and the number of alliances have a positive impact on the likelihood of raising capital and a
higher valuation. Finally, the completeness and gender diversity of the management team have been demonstrated to have a positive
impact on business performance (Cassion et al., 2020; Hambrick, 1987). According to the study conducted by Gottschalk and Niefert
(2011), the presence of at least one female co-founder appears to be associated with higher performance and exit probability.

Numerous studies have examined the impact of entrepreneurs' personal characteristics on the likelihood of startup success. Based on
basic demographic characteristics, individuals in their 30s or early 40s are more likely to succeed (McKenzie and Sansone, 2017). A
similar effect is observed for years of work experience (Barreira, 2005). Educational background, and in particular graduating from a top
university, also increases the likelihood of receiving funding (Judge et al., 1995; Tanyel et al., 1999). In addition, serial entrepreneurs
also get a better valuation (Hsu, 2007) and are on average better at timing the market (Ng and Stuart, 2016) i.e., choosing the best time
to start a business and the industry they focus on. From a psychological perspective, previous studies show that grit (i.e., persistence in
pursuing long-term goals) is an important trait of entrepreneurs that is related to the likelihood of success (Mueller et al., 2017). The
same is true for resilience, resourcefulness, and optimism (Baum and Locke, 2004). In addition, social networks and relational capital
also have a strong influence on the ability to raise funds and the likelihood of success. Shane and Stuart (2002) showed that relationships
with reputable VC investors enhance the entrepreneur's ability to raise funds. Specifically, a strong and robust professional network
actually has a positive effect on fundraising ability (Nann et al., 2010). In addition to entrepreneurial characteristics, the composition of
the team has also been shown to have a strong influence on the likelihood of success of a start-up. Müller and Murmann (2016) found
that a mix of business and technical skills is critical and has a positive impact on business performance. This is also confirmed by Jin et al.
(2017), who found that team completeness and heterogeneity are strongly positively correlated with startup success.

Finally, the last group of studies focuses on the financial aspects of the company. Several studies have shown that companies backed
by VCs with good reputations are more likely to exit through an IPO or acquisition (Chemmanur et al., 2011; Ozmel et al., 2013b). This
effect is also stronger for VCs with prior experience in VC or startups (Zarutskie, 2010) or high specialization (Gompers et al., 2009).
Angel investment and support from early investors also appear to increase the likelihood of growth and exit (Kerr et al., 2014). In
addition, numerous studies have shown that deal structure has an impact on the probability of success. In particular, it depends on the
equity share (Miettinen and Littunen, 2013), whether the company was financed by convertible notes (Cumming and Johan, 2008) or by
debt (Cole and Sokolyk, 2018), and whether the deal was syndicated (Das et al., 2011). In addition, the size of the financing also plays a
critical role in the likelihood of a startup's success (Groenewegen and Langen, 2012; Nanda et al., 2020).

2.2. Survey on startup success prediction studies

Machine learning has long been used to predict business success. Lussier and Corman (1995) used logistic regression to predict
early-stage firm success using data collected through surveys of US firms. Tomy and Pardede (2018) used and compared different
machine learning algorithms including k-nearest neighbors, naive Bayes and support vector machines to predict startup success. Bhat
and Zaelit (2011) applied random forest algorithms to predict private company exits using data from different industries. In addition,
they assessed the importance of the success determinants by ranking the features most relevant to late-stage investment
decision-making. However, these studies relied heavily on either financial data provided by VCs, which is not accessible to the broader
research community, or on qualitative data collected through questionnaires, which is very time-consuming and limited.

Recently, researchers have increasingly used data from Crunchbase, an open database of business information, to study company
success due to the large amount of information that Crunchbase provides publicly (Dalle et al., 2017). For example, Xiang et al. (2012)
used Crunchbase data and factual characteristics from TechCrunch articles to predict corporate acquisitions using Bayesian networks.
Bento (2018) used Crunchbase data on startups in the U.S. to predict an acquisition or IPO using logistic regression, support vector
machine, and random forest algorithms. Arroyo et al. (2019) also used data from Crunchbase to compare the performance of logistic
regression, support vector machine, and other machine learning models in predicting startup success. These studies have proven that
Crunchbase's data can effectively be used to identify promising startups without the need to conduct an elaborate qualitative assessment
or rely on privileged financial records.

3. Data collection and preparation

The study was conducted using data from the Crunchbase database and publicly accessible LinkedIn profile data. Crunchbase is a
platform with business information about private and public companies, founders or people in leadership positions, investors, and
financing rounds (Ferrati and Muffatto, 2020). The Crunchbase data used for the studies and experiments were collected in September
2021. In addition to the Crunchbase data, we sampled LinkedIn profile data for a subset of companies with individuals who provided
their LinkedIn profiles on Crunchbase. LinkedIn is the world's largest professional network with over 500 million members worldwide,
containing detailed information on individuals' academic and professional backgrounds (Ramanath et al., 2018). LinkedIn profile data
were collected in January 2022.

3.1. Dataset from Crunchbase

The Crunchbase dataset consists of several tables that can be broadly divided into three types of data: information regarding (1) the
organization, (2) the people, and (3) the investments. The tables can be joined by unique identifiers, as shown in the simplified entity
3
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relationship diagram (ERD) in Fig. 1. The Crunchbase dataset consists of 1.5 million organizations. However, since our study focuses on
the success or failure of an organization, a large part of the initial dataset can be excluded, which reduces the dataset to 54,675 or-
ganizations (see Section 3.3). Consequently, the descriptive analysis described in this section is limited to the labeled dataset.

3.1.1. Organization data
The information about the organizations is provided by the organizations and organization descriptions table. The organization table

holds basic information such as name, HQ address, number of employees, website, social media links, email, and phone number.
Crunchbase also keeps track of the status of the organization – active, closed, acquired, or IPO (public company). Each organization is
also described by its primary role (company or investor) and the categories and subcategories that describe the industry it operates in.
Furthermore, organization descriptions contain descriptions of the organizations’ business. The dataset consists of 54,675 organizations
from over 100 countries. Approximately 40% of all organizations originate from the U.S., followed by Chinese (14%) and British or-
ganizations (6%). The companies can be divided into 47 business categories, with 50% of all companies belonging to the software
business (see Fig. 2a). Note, that the organizations can have multiple categories. In addition, the companies were founded in the last 10
years, with over 80% of all companies reporting fewer than 50 employees (see Fig. 2b). This forms a good data foundation to analyze the
problem of startup success prediction.

3.1.2. People data
The people table describes individuals who are founders, investors, or employees of the organizations. The table includes the person's

name, gender, address, social media account links, organization, and position within the organization. Information about an individual's
education is held in the degrees table. Each entry might contain information about the subject of the degree, dates of matriculation and
graduation, and the institution at which it was studied. Furthermore, information about past jobs connecting organizations and people is
provided in the jobs table. It includes the position and duration of the job, and in which organization the work was performed. The
dataset contains 137,180 individuals of which approximately 82% are male, 17% are female and less than 1% are of mixed gender (e.g.,
androgynous) with origins from over 100 countries. 73,403� are recorded which are distributed among 52,834 individuals. Approxi-
mately 40% of degrees consist of Bachelor of science, followed by Master of Science (20%), “other degree types” (19%), MBA (14%) and
Doctoral degree (7%). Over 16,000 unique subject titles are recorded along with the 73,403 completed studies which can be broadly
classified into 22 subject groups (see Fig. 3a). 20% of all completed studies are unknown (i.e., unspecified or marked unknown) and 10%
cannot be clearly assigned to a group. 16% of all completed studies are related to Computer Science, followed by Business and Man-
agement Studies (9%), Economics (6%) and Accounting & Finance (6%). In addition, 206,244 jobs are recorded which are distributed
among 168,533 individuals. Over 36,000 unique job titles are recorded which can be broadly categorized into 30 job groups.
Approximately 15% of all job positions are CEO, followed by CTO (14%), other leadership positions such as chairman, president, etc.
(13%) and founder (10%) (see Fig. 3b, left). Moreover, most jobs are held less than 8 years (see Fig. 3b, right).

3.1.3. Investment data
The information about the investments can be partly obtained in the organization, the funding rounds and investments table. The

financial data include the number of funding rounds, the date of the last funding event, total funding, and the number of exits from
investments. More detailed information about the investments include data about dates of funding events, amount of collected funds,
and investment type (e.g., seed, angel funding, Series A, B, C, etc.). 81,774 funding rounds are recorded. Approximately 50% of all
Fig. 1. Simplified ERD diagram of Crunchbase data.
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Fig. 2. (a) Distribution of companies by business category. Companies from the software, Internet and information technology sectors are most
represented in the data set. (b) Distribution of companies by employee (left) and by inception year (right). Companies founded between 2012 and
2017 with less than 50 employees are most represented in the dataset.
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funding rounds are seed funding, followed by Series A funding (18%), angel investments (6%) and Series B funding (6%) (see Fig. 4,
left). The funding rounds are conducted between 2010 and 2020 (see Fig. 4, right).

3.2. Dataset from publicly accessible LinkedIn profiles

The LinkedIn dataset contains about 70 structured and unstructured fields with detailed information about individuals, such as work
experience, skills, education, awards, certifications, groups and institutions they are part of, projects, and recommendations, amongst
others. We collected LinkedIn data from 1247 labeled companies mainly originating from Germany, Switzerland, and Austria, which
were provided by Crunchbase and where individuals provided their LinkedIn profile URLs. This resulted in 3204 profiles that can be
further used for feature engineering and enrichment. The data is collected by web scraping, and the information is then compiled and
stored in tables. The tables can be linked by unique identifiers, as shown in the ERD in Fig. 5. The education and job data provided by
LinkedIn includes essentially the same type of information as the data from Crunchbase. The education table includes information about
the subject of the degree, the date of enrollment and graduation, and the institution where the degree was earned. The job table contains
information about past and current job positions such as start and end dates, job position and description, and company name and
5



Fig. 3. (a) Distribution of study subjects by groups. Besides the many unspecified study subjects (“unknown” and “other subjects”), computer science
is the most commonly studied subject. (b) Distribution of jobs by groups (left) and by job duration (right). The most frequently mentioned job titles
include ceo, cto, leadership and founder.
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location. In addition, LinkedIn provides other valuable information not available in Crunchbase: detailed information about (1) awards
and certifications held by individuals, including title, description, date issued, and name of issuing institution; (2) affiliations such as
groups, institutions, and volunteer activities with which the individual is associated; (3) details about past and current projects,
including title, description, start and end dates, and a link for more information; and finally, (4) activities and recommendations of
individuals, which includes data about articles written, liked, or shared, and comments made.

3.3. Dataset and target creation

The dimension of success used by researchers and practitioners as an object of analysis is not uniform. Various definitions have been
used in the studies that have attempted to explain the success of a company. Some researchers advocated the strict use of financial
indicators such as sales and profit growth (Ahmad and Seet, 2006; Kotane and Kuzmina-Merlino, 2012), while others emphasized the
importance of nonfinancial aspects of organizational success such as personal satisfaction and performance (Simpson et al., 2004;
Walker and Brown, 2004). Meanwhile, others used merger and acquisition events or funding events as measures of business success. The
fact that a company is acquired by a larger company or that a start-up company successfully obtains funding is a strong indicator of its
6



Fig. 4. Distribution of funding rounds by investment type (left) and investment year (right). About 50% of all funding rounds are seed funding. Most
of the funding rounds were carried out between 2012 and 2019.

Fig. 5. Simplified ERD diagram of LinkedIn data.
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current or potential business value (Davila et al., 2003; Wu and Gnanasambandam, 2017). In our study, we refer to the successful
achievement of Series A funding as “success”, as this is of great importance to VCs (Wu and Gnanasambandam, 2017). It represents a
significant early investment into a startup and signals a successful demonstration of progress and a clear path to revenue growth.
Moreover, the receipt of a Series A funding is an objective measure which reflects the potential future business value of the start-up.
Therefore, the primary objective of this study is to classify organizations into successful and failed ones (i.e., whether they have
received Series A financing or not).
7
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Crunchbase dataset is used to construct a labeled dataset. In this process, funding history and development trajectory of organi-
zations were used as input information for labeling organizations as success or failure. From an initial total of 1.5 million companies, the
final subset consisted of 54,475 companies labeled success or failure. The main factors determining the creation of the dataset are
presented in the decision flow diagram, which consists of company type, age and size, data availability, and funding information details
(see Fig. 6). First, only organizations with a primary role “company” (i.e., not ” “investor”) are included in the dataset. Second, only
organizations between 2011 and 2021 are considered in order to examine the determinants of success in the current, rapidly changing
startup landscape. Consequently, companies without a valid startup date are discarded and the remaining organizations with a founding
date between 2011 and 2021 are extracted. This filtering process resulted in a significant reduction of the original dataset, eliminating
approximately one million organizations. Next, organizations without funding information are removed, further reducing the dataset by
roughly 0.3 million organizations. From that moment on, the definition of success was straightforward - whether a company received
Series A financing or not. Meanwhile, the definition of the failure label still required several steps in which the details of the previous
financing as well as the company size were examined in more detail. Specifically, we define failed startups as those that received angel,
pre-seed, or seed funding before 2018 but failed to obtain Series A funding thereafter. In addition, we excluded startups with data quality
issues, such as startups that received Series B-J funding without successfully obtaining Series A funding. Finally, 22,455 companies were
classified as successful, and 32,220 companies were classified as failures.

3.4. Feature engineering

Extensive feature engineering is conducted to cover a wide spectrum of success factors identified from the literature. In total, 66
types of features are generated which can be grouped into 3 macro groups according to Corea (2019): 1) organization-related features
(company), individual-related features (demography, education, work experience, amongst others) and investment-related features
(investments and investors). Feature engineering is applied separately to Crunchbase and LinkedIn data. While Crunchbase is char-
acterized by a high information content in terms of organizations and investments, LinkedIn contains more detailed information on
individuals. Table 1 provides an overview of the created features based on the availability of data in Crunchbase and LinkedIn.

3.4.1. Organization-related features
Features related to the company focus on its web presence, the nature of its business, the number of founders involved in the

company, andwhether the company has any advisors on board. Web presence involves two attributes, namely social media presence and
website ending. Features related to the nature of the business are divided into category group (business categories) and category list
(subcategories) both of which are only available in the Crunchbase dataset. In total, 47 category groups (e.g., software, internet services,
etc.) and 711 subcategories (e.g., e-commerce, mobile, Fintech, etc.) exist. One-hot encoding is applied to transform this information
into categorical features for machine learning.

Features related to the number of founders and the involvement of advisors are derived from jobs, since this information is not
explicitly available in both datasets. To determine the number of founders, a keyword search is conducted on the job titles of individuals
associated with a particular company. Keywords include founder, co-founder and owner. The number of founders is then simply the
number of people to which the keywords apply. Similarly, the keyword advisor is applied to job descriptions to determine whether a
particular company has hired advisors.

3.4.2. Individual-related features
Features related to the individuals focus on the founders' demography, education, work experience, awards, certifications, and other

attributes specific to LinkedIn such as affiliations and activities. Demographic features include the people's gender and whether the
Fig. 6. Decision flowchart for classifying companies into success and failure based on information related to company type, age and size, data
availability, and funding information details. The numbers represent the number of startups retained at each filtering step, including the final dataset
of successful and failed startups.
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Table 1
Overview of created features based on the availability of data in Crunchbase and LinkedIn. Features can be broadly grouped into organizational-
related, individual-related, and investment-related features.

Feature group Feature type Feature Crunchbase LinkedIn

Organization Company Social media presence x
Category group x
Category list x
founder count x x
has experienced advisor x x

Individual Demography is founder x x
gender of founders x x
location x
number of connections x

Education number of degrees x x
degree group x x
number of subjects x x
subject group x x
number of universities x x
latest degree completed on x x
attended top university x x
number of courses x
number of languages x
English speaking x
German speaking x

Work experience number of jobs x x
job type x x
job title group x x
years of work experience x x
serial entrepreneur x x
number of current position x
longest stay in company x

Awards and certifications number of awards x
award_type (prize, etc) x
number of certifications x
certification type (online courses, etc) x

Affiliations number of groups x
number of organizations x
number of volunteerings x
volunteering type x
years of volunteering x

Activities and recommendations number of activities x
activities, number of authored articles x
activities, number of liked/shared articles x
activities type (hire, investment, partnerships) x
number of recommendations x

Projects number of projects x
number of current project x
years project experience x
longest project x

Investment Investments number of funding rounds x
time incorp. until first investment before Series A x
time incorp. until last investment before Series A x
investment size x
money currency type x
investment type (seed, angel, pre_seed) x
investor count x
country x

Investors type (person, org) x
investor type: angel/seed/pre-seed investors x
web presence x
country, region x
total funding usd x
investment count x

Y.-F. Te et al. The Journal of Finance and Data Science 9 (2023) 100099
individuals involved in the company is a (co-) founder. Extracting gender is a straightforward process as this information is directly
available in the people table. To determine whether an individual involved in the company is a founder, a keyword search using
“ounder, co-founder, and owner is applied on the job titles as described earlier.

Features related to education include the number and types of degrees and study subjects, the number of distinct universities
attended, the elapsed time in days since the last degree was completed, and whether the individual attended a top 100 university
according to QSWorld University Rankings (2021). The number of degrees is determined by counting the number degrees an individual
9



Y.-F. Te et al. The Journal of Finance and Data Science 9 (2023) 100099
holds. Similarly, the number of subjects is calculated by counting distinct subject titles an individual studied. Creating features related to
degree groups and subject groups required additional work, because the degree and subject fields are free texts which need to be unified
before they can be used to create features. Therefore, to determine the degree groups and subject groups, a list of degree types and study
subjects is constructed based on our own domain expertise and QSWorld University Rankings by Subject (2021). The list of degree types
includes MBA, PhD, MSc, BSc, and “other degree types”. The list of study subjects includes computer science, economics, electrical
engineering, accounting and finance, business and management studies, mechanical engineering, amongst others. A keyword search
approach similarly to above is applied to create the degree groups and subject groups categorization. In addition, one-hot encoding is
used to create binary input features from the degree and subject categories for the machine learning models. The number of universities
is determined by counting the individual universities where the degrees were completed. In addition, a string fuzzy-matching algorithm
(Cohen, 2011) is applied to determine whether an individual attended a top 100 university according to QS World University Rankings
2021.

Features related to work experience include the number of prior jobs, years of work experience, prior job type and job title groups,
and whether the individual is a serial entrepreneur. The number of prior jobs is determined by counting the number of jobs a person has
performed in the past. The years of work experience are calculated by summing the duration of all jobs, which can be calculated by
subtracting the start date from the end date of the jobs. Job type is provided by Crunchbase and describes the function of the person in a
company in general, comprising the following 5 types: employee, executive, advisor, board member, and board observer. Job positions
are derived from the job titles which are provided as free texts in Crunchbase data. Therefore, similar to creating the subject groups
feature, a list of job positions is constructed based on most commonly used job titles provided by the job portal Indeed (2021). The list of
job positions consists of 35 job title groups, namely: board member, advisor, investor, chief executive officer (CEO), chief operating
officer (COO), chief financial officer (CFO), chief information officer (CIO), chief technology officer (CTO), chief compliance officer
(CCO), to name a few. A keyword search approach is then applied to create the job title groups categorization. Finally, to determine
whether a person is a serial entrepreneur, keywords such as founder, co-founder and owner are used to count previous activities related
to startup creation.

Furthermore, the creation of features must be conducted on an organizational level since we are aiming at predicting the success of a
startup. Therefore, features related to individuals are aggregated on an organizational level by applyingmathematical operations such as
min(), max(), mean(), std(), sum(), etc. (see Fig. 7). As a result, over 600 numerical and categorical features are created from the
Fig. 7. Illustration of the feature creation process for individual-related features. Features are first created for each person. The features are then
aggregated at the organization level using mathematical operations such as min(), max(), mean(), sum(), etc.
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individual-related features which serve as an input to supervised machine learning algorithms.

3.4.3. Investment-related features
Characteristics related to investments can be divided into investments and investors, all of which are available exclusively in the

Crunchbase dataset. Investments features include the number of funding rounds, investment size in USD, type of currency in which an
investment is transacted, investment type (e.g., pre-seed, seed, angel, etc.), the number of investors participating in a funding round, and
the elapsed time in days from a company's inception until the first and last investment is completed. The number of funding rounds is
determined by counting the historical funding rounds. Since the target variable is the occurrence of a Series A funding, only funding
rounds up to Series A-H (if exists) are considered for all features related to investment (see Fig. 8). Likewise, the elapsed time in days
until the first and last investment only considers investments up to Series A. The investment size is calculated by summing up the money
collected in each funding round. The number of investors is determined by counting unique investors participating in the funding
rounds. Features related to investors include the type of investor (i.e., person or organization), investor's investment focus, web pres-
ence, country, total investment in USD, and number of investments transacted.

All investment-related features must be created on an organizational level since we are aiming at predicting the success of a startup.
Therefore, features related to investments are aggregated on an organizational level by applying mathematical operations such asmin(),
max(), mean(), std(), sum(), etc. (see Fig. 9). As a result, over 500 numerical and categorical features are created from the investment-
related features which serve as an input to supervised machine learning algorithms.

After creating the initial set of features, additional steps are undertaken to optimize the performance of machine learning algorithms.
Crunchbase's data originates from a structured database, where the information often depends on the user's input. Therefore, much of
the information provided is incomplete, resulting in incomplete features. Despite the frequent occurrence and relevance of the missing
data problem, many machine learning algorithms handle missing data quite naively. The processing of missing data should be handled
carefully, otherwise biases can be introduced into the induced knowledge (Batista and Monard, 2003).

To address this issue, the following measures were taken based on the business and structural characteristics of the features: 1)
deletion of samples if too many information is missing (i.e. missing data more than 50%), 2) deletion of features when imputation is not
appropriate, 3) imputation of missing numerical values with missForest (Stekhoven and Bühlmann, 2012), and 4) imputation of missing
categorical values with �1, which indicates that the information is missing. Furthermore, features with zero variance are discarded and
high correlated features are removed iteratively based on variance inflation factor to avoid multicollinearity which may lead to reduced
model performance (Folli et al., 2020). Finally, the initial complete feature set is reduced from 1200 features to approximately 400
features for the purposes of supervised machine learning.

4. Methodology

The success of a startup is a highly complex matter which is influenced by a variety of factors. Thus, predicting the success of startups
requires machine learning algorithms which are capable of handling a high level of complexity. Therefore, we use Light Gradient
Boosting (LGBM), which can model complex interactions between the input variables and thus, share a predominant role in a range of
research domains (Fan et al., 2019; Li et al., 2018; Sharma and Naaz Mir, 2019; Taha and Malebary, 2020).

The label creation and dataset selection (i.e., startups only) are extensively covered in Section 3.3. The dataset used for model
training consists of approximately 54,000 startups labeled either “success” or “failure”. As in any supervised machine learning algo-
rithm, the general purpose is to model the relationship between inputs and outputs in the training set such that it allows generalization,
or to generate meaningful results for new inputs not included in the training data, also called generalization performance (Wang et al.,
Fig. 8. Selection process for funding rounds to create investment-related features. Only information on funding rounds that predate the occurrence of
a Series A-H is considered.
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Fig. 9. Illustration of the feature creation process for investment-related features. The features are first created at the investment and investor level.
The features are then aggregated at the organization level using mathematical operations such as min(), max(), mean(), sum(), etc.
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2016). Therefore, to optimize the generalization performance, the dataset is split into train and test dataset at 85:15 ratio. The training
set is used for hyperparameter tuning andmodel training, while the test data set is used to report models’ performance. To determine the
optimal set of model parameters, we use the random grid search method with 100 iterations combined with ten-fold cross-validation
(Bergstra and Bengio, 2012). Furthermore, to reduce the variance due to the training-test split, and to obtain reliable performance
estimation for model comparison, we repeated the procedure multiple times. Therefore, the dataset is successively split into training and
test set, and the proposed procedure is executed five times. In this approach, the dataset is reshuffled before each round, and the average
performance of the models is reported. Furthermore, we find that the performance results on the training set are on average 4% (�0.8%)
higher than on the test set.

To compare and evaluate the classification performance of our models, we use four performance measures, namely area under the
Receiver Operating Characteristic Curve (AUC) - a commonly used measure for model comparison and effective evaluation of the ac-
curacy measure, accuracy - the overall percentage of samples correctly classified, precision - the fraction of successful startups correctly
classified as successful, sensitivity - the fraction of samples correctly classified as successful startups, and specificity - the fraction of
samples correctly classified as failed startups. Here, the performance measures are determined for each repeat, and finally averaged and
reported as the mean performance of the classification method along with the standard deviation.

While the AUC is a global measure of the model, the choice of a meaningful cut-off point in the ROC curve is critical for specifying
optimized accuracy, sensitivity, and specificity. Several methods have been proposed for selecting optimal cut-off points (Hajian-Tilaki,
2018). In the present study, we focus on the Youden index method which is widely used in many research fields (Bantis et al., 2019; Fluss
et al., 2005). From a graphical point of view, the Youden index is the maximum vertical distance between the ROC curve and the
imaginary diagonal random line from (0, 0) to (1, 1). In summary, accuracy, sensitivity, and specificity are reported for the optimized
cut-off point. The overall procedure is illustrated in Fig. 10.

To validate our models, two baseline models are trained based on Crunchbase data: first, a baseline model using the full Crunchbase
dataset (Baseline 1), which contains 54,475 startups and second, baseline model using a smaller dataset containing 1247 startups
(Baseline 2), which is limited by the amount of data scraped from LinkedIn (see Section 3.2). Furthermore, to assess the added value of
LinkedIn data, we trained twomodels: a model based on LinkedIn (Li model) data to evaluate the possibility to build a success prediction
model solely based on publicly available LinkedIn data, and a model which uses both Crunchbase and LinkedIn data (Cb-Li model).
Finally, to study how different feature groups contribute to the models, we conduct several experiments based on the feature groups
according to Corea (2019). Baseline 1 exploits the full data potential of Crunchbase, which allows us to compare results from related
studies and to validate our experiments. Baseline 2 enables a direct comparison of the trained models.
12



Fig. 10. Overview of model training and performance reporting. The dataset is split in a ratio of 85:15 into training and test data. The training
dataset is used to optimize the hyperparameters and train the model, while the test data is used to evaluate the model performance.
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5. Model results

Fig. 11 provides an overview of the mean ROC curves for 5 repetitions along with the mean AUC and standard deviations. Table 2
further summarizes the model performances including accuracy, precision, sensitivity and specificity. Our experiments demonstrate that
Baseline 1 performs better than Baseline 2. Baseline 1 with the complete feature set (see Table 2: column “complete”) achieves the best
overall model performance (AUC ¼ 0.87 � 0.02). Moreover, the performance of Baseline 1 is comparable to the performance of related
studies (Li, 2020; Sharchilev et al., 2018; _Zbikowski and Antosiuk, 2021). Both baseline models indicate that features related to in-
vestment have high impact on model performance, while features related to people have low predictive value. Features related to
organization show mixed results: for Baseline 1, the features have a moderate impact on model performance, and their predictive value
is rather small for Baseline 2. Arguably, this can be attributed to the fact that the features related to organization contain mainly cat-
egorical features with high cardinality (e.g., business type) and thus inevitably lead to lower performance with little training data (Gupta
and Asha, 2020). The Li-model, as a stand-alone model on the Linkedin database, performs worse than the two baseline models
(AUC ¼ 0.73 � 0.02). While features related to organization have a moderate impact on model performance, features related to in-
dividuals show a higher predictive value compared to their effects on baseline models. The effect of features related to investment
cannot be assessed because no information on investment is included in the LinkedIn data.

The Cb-li model combining features created from Crunchbase and LinkedIn data (AUC ¼ 0.84 � 0.04) outperforms both Li-model
and Baseline 2. Features related to investments contribute most to model performance, followed by features related to individuals and
organizations. However, the Cb-li model performs slightly worse compared to Baseline 1. Presumably, this is due to the fact that Baseline
1 was trained on approximately 40 times more data than the Cb-li model.

6. Model interpretation

Understanding model decisions is essential for evaluating the consistency of predictions and identifying potential sources of model
bias. In addition, the interpretability of models is also critical for acquiring knowledge from modeling practice (Balfer and Bajorath,
2015; Ribeiro et al., 2016). This is particularly important when applying artificial intelligence in the VC industry for decision making,
where wrong investment decisions can cause fatal consequences (Jain, 2018).

In recent years, the Shapley approach has proven to be a powerful resource for explaining complex models (Datta et al., 2016;
Merrick and Taly, 2020; �Strumbelj and Kononenko, 2014). The Shapley value is a concept from game theory used to determine the
contribution of each player in a coalition or cooperative game (Roth, 1988). It can be applied in machine learning to explain the
contributions of features, where the features are the players and the model prediction is the payoff of the game. To calculate the
importance of feature j, the process can be intuitively represented as drawing feature values in random order for all features except
feature j for each iteration, before computing the difference of the prediction with and without feature j. Essentially, the Shapley value is
the average marginal contribution of a feature given all possible combinations (Winter, 2002).

In this study, we apply SHAP (Shapley Additive exPlanations), an interpretation method based on Shapley values introduced by
Lundberg and Lee (2017). SHAP provides a more comprehensive view of feature importance when compared to conventional feature
importance scores derived from tree-based machine learning models, and can additionally be used to explain individual predictions of
any machine learning model (Zafar and Khan, 2021). We focus on explaining the Li model and the Cb-li model which are the main
subject of our study. Fig. 12 shows the SHAP summary plots for Li model (left) and Cb-li model (right), combining the importance of the
top 20 features (ranked from top to bottom) with the Shapley values for each prediction. In the Cb-li model, the data sources of the
features are indicated by the prefixes “cb_” (for Crunchbase) and “li_” (for LinkedIn). Positive SHAP values increase the probability of a
startup being successful, while negative values decrease it. Red dots represent a high feature value, while blue dots represent a low
feature value (for binary features: red represents 1 and blue represents 0).
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Table 2
Summary of model performances using AUC, accuracy (acc), precision (prec), sensitivity (sens), and specificity (spec). Two baseline models are trained
based on Crunchbase data: a model using the full dataset (Crunchbase (full set)) and using a subset (Crunchbase (subset)). The models solely based on
LinkedIn and combined data sources use the same subset of startups.

Data source Attribute Group

Organization Individual Investment Complete

Crunchbase (full set) AUC ¼ 0.69 (�0.01) AUC ¼ 0.63 (�0.01) AUC ¼ 0.83 (�0.01) AUC ¼ 0.87 (�0.02)
Acc ¼ 0.64 (�0.02) Acc ¼ 0.61 (�0.01) Acc ¼ 0.78 (�0.01) Acc ¼ 0.79 (�0.01)
Prec ¼ 0.63 (�0.02) Prec ¼ 0.59 (�0.02) Prec ¼ 0.77 (�0.02) Prec ¼ 0.78 (�0.02)
Sens ¼ 0.64 (�0.02) Sens ¼ 0.47 (�0.02) Sens ¼ 0.78 (�0.02) Sens ¼ 0.79 (�0.01)
Spec ¼ 0.64 (�0.02) Spec ¼ 0.71 (�0.02) Spec ¼ 0.78 (�0.02) Spec ¼ 0.79 (�0.02)

Crunchbase (subset) AUC ¼ 0.59 (�0.02) AUC ¼ 0.60 (�0.02) AUC ¼ 0.83 (�0.03) AUC ¼ 0.81 (�0.04)
Acc ¼ 0.58 (�0.02) Acc ¼ 0.55 (�0.03) Acc ¼ 0.77 (�0.04) Acc ¼ 0.75 (�0.04)
Prec ¼ 0.58 (�0.02) Prec ¼ 0.56 (�0.03) Prec ¼ 0.77 (�0.04) Prec ¼ 0.75 (�0.05)
Sens ¼ 0.57 (�0.02) Sens ¼ 0.41 (�0.02) Sens ¼ 0.77 (�0.04) Sens ¼ 0.74 (�0.04)
Spec ¼ 0.58 (�0.02) Spec ¼ 0.71 (�0.04) Spec ¼ 0.78 (�0.03) Spec ¼ 0.76 (�0.04)

LinkedIn AUC ¼ 0.68 (�0.04) AUC ¼ 0.72 (�0.03) – AUC ¼ 0.73 (�0.02)
Acc ¼ 0.63 (�0.02) Acc ¼ 0.67 (�0.02) – Acc ¼ 0.67 (�0.01)
Prec ¼ 0.64 (�0.02) Prec ¼ 0.67 (�0.02) – Prec ¼ 0.67 (�0.02)
Sens ¼ 0.58 (�0.03) Sens ¼ 0.67 (�0.02) – Sens ¼ 0.67 (�0.01)
Spec ¼ 0.70 (�0.03) Spec ¼ 0.68 (�0.02) – Spec ¼ 0.68 (�0.02)

Combined (LinkedIn & Crunchbase) AUC ¼ 0.67 (�0.01) AUC ¼ 0.74 (�0.05) AUC ¼ 0.83 (�0.03) AUC ¼ 0.84 (�0.04)
Acc ¼ 0.63 (�0.01) Acc ¼ 0.70 (�0.05) Acc ¼ 0.77 (�0.04) Acc ¼ 0.77 (�0.05)
Prec ¼ 0.63 (�0.01) Prec ¼ 0.69 (�0.05) Prec ¼ 0.77 (�0.04) Prec ¼ 0.77 (�0.04)
Sens ¼ 0.62 (�0.01) Sens ¼ 0.69 (�0.05) Sens ¼ 0.77 (�0.04) Sens ¼ 0.77 (�0.04)
Spec ¼ 0.63 (�0.02) Spec ¼ 0.70 (�0.05) Spec ¼ 0.78 (�0.03) Spec ¼ 0.77 (�0.05)

Fig. 11. ROC curves of model trained on Crunchbase full dataset (upper left), on Crunchbase subset (upper right), on LinkedIn data (lower left), and
LinkedIn and Crunchbase combined (lower right). The point on the ROC curves represents the optimal threshold at which accuracy, precision,
sensitivity, and specificity are indicated.
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Fig. 12. Shapley summary plots combining feature importance with their local Shapley values on a sample of the dataset. Summary plot for Li-model
(left) and Cb-li model (right).
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6.1. Explanation of the Li model

The top 20 features of Li model are characterized by a mixture of features reflecting factors mainly related to demographic features,
work experience, and education. Notably, among the top 20 features are also features created by calculating the standard deviation
(indicated by “_std”). The rationale for these features is not clear, as their SHAP values show a mixed pattern. It can be assumed that
depending on the features, a balanced team (i.e., low standard deviation) or a diverse team (i.e., high standard deviation) is desirable.

Demographic features include is_founder_sum (the number of founders in the startup), male_founders (number of male founders), and
young_team (the average age of the team is less than 35 years). The Li model suggests that a large number of founders and especially male
founders in a startup (i.e., a high value for is_founder_sum and male_founders) significantly increases the probability of success. To our
surprise, the probability of success decreases if the average age of the team is below 35 years (recognizable by the negative SHAP values
for red dots in young_team).

Work experience related features include num_serial_entrepreneur_min (number of startups previously founded by the founder with the
fewest startups established), currentPosition_sum (number of jobs executed in parallel), num_longest_job_min (number of days spent on
professional activity by the founder with the least work experience), and experienced_executive (number of founders with prior leadership
experience). The Li model suggests that a startup with founders who have founded a few startups before is more likely to succeed.
Moreover, both currentPosition_sum and experienced_executive are positively correlated with startup success. For num_longest_job_min, the
model provides mixed results, i.e. both high and low values contribute to success.

Education related features include broad_educational_background (founders have broad subject knowledge), num_subjects_min (number
of studies the founder has completed with the fewest number of degrees), and degree_groups_doctoral_degree_sum (number of founders
with a doctoral degree). The Li model suggests that a startup with a broad educational background increases the probability of success.
However, founders who have studied many subjects do not increase the likelihood of success; on the contrary, they decrease it.
Moreover, a doctorate among founders further increases the probability of success of a startup.

6.2. Explanation of the Cb-li model

While the top 20 features of the Cb-li model largely cover the same features identified by the Li model (e.g., is_founder_sum, num_-
jobs_std, currentPosition_sum), features related to investments and investors are predominant in the top 10 features.

Investment related features include cb_num_days_until_last_funding (number of days elapsed from the startup's inception to the last
round of funding before Series A funding, if any occurred), cb_num_days_until_first_funding (number of days elapsed from the company's
inception to the first round of funding), and cb_funding_raised_amount_currency_code_USD (total amount of funds raised before Series A
funding, if any occurred). While cb_num_days_until_last_funding does not demonstrate a clear tendency, cb_num_days_until_first_funding
reveals that receiving the first funding later than early correlates negatively with the likelihood of success (i.e. negative SHAP values for
high value of cb_num_days_until_first_funding). Furthermore, receiving a large amount of funding does not necessarily lead to a successful
Series A funding.

Investor related features include cb_top_10percent_investors_type_a (investor among the top 10% in terms of investment volume or
number of investments, only including micro VC, incubator, accelerator, and angel investors) and cb_top_10percent_investors_type_b
(investor among the top 10% in terms of investment volume or number of investments, only including corporate VC, investment bank,
hedge fund, pension fund, and private equity firm), which are among the top three features. cb_top_10percent_investors_type_b clearly
indicates that backing from a medium to large investment firm vastly increases the likelihood of Series A funding. A similar but weaker
pattern can be observed for cb_top_10percent_investors_type_a.
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Fig. 13. Shapley waterfall diagrams showing explanations for individual predictions. Waterfall diagram for the Li model (left) and the Cb-li model
(right) for an identical prediction.
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6.3. Explanation of individual predictions

Fig. 13 shows the SHAP feature importance for Li model (left) and Cb-li model (right) of a single prediction including the feature
values. Red arrows indicate a positive contribution to success, while blue arrows indicate a negative contribution. The illustrated
example concerns a start-up company based in Germany that provides efficient wireless charging systems for industrial and mobile
robotic applications. Both models predicted that the startup is successful in raising Series A funding. However, the decision-making of
the models are considerably different.

In the Li model, the number and gender of founders (i.e., is_founder_sum and male_founders) contribute most significantly to the
probability of success, along with features related to announcements posted on LinkedIn (activities_type_announcement_sum) and the
number of startups previously founded by the team (num_serial_entrepreneur_min).

In the Cb-li model, on the other hand, the number of days that have elapsed from the founding of the company to the first round of
financing (cb_num_days_till_first_funding), number of founders (li_is_founder_sum), whether there are top 10% investors in the company
(cb_top_10percent_investors_type_a), and a feature relating to startups that have founded previously (li_num_serial_entrepreneur_std) have a
strongest impact on the prediction.

7. Conclusion and application

In this study, we explore the potential of using publicly available LinkedIn profiles as an alternative and as an additional source of
data for predicting startup success. First, we provide a comprehensive review of the existing literature on the factors that influence
startup success. We then create a comprehensive feature set based on factors identified in prior research and our own considerations
using Crunchbase and LinkedIn data. We then train two success prediction models that use LinkedIn data (1) as a standalone and (2) as a
complementary data source to Crunchbase, and compare them to two baseline models based solely on Crunchbase data: Baseline 1 uses
the full Crunchbase dataset with 54,475 startups, while Baseline 2 uses a smaller dataset with 1247 startups that matches the dataset
used to train the two candidate models.

The experiments suggest that using LinkedIn profile data as an alternative data source to Crunchbase for building a success pre-
diction model (Li-model) results in worse prediction performance than using Crunchbase. The Cb-li model which uses both Crunchbase
and LinkedIn data outperforms both the Li-model and the Baseline 2 model. However, Cb-li model still performs slightly worse than
Baseline 1. This is somehow expected, as Baseline 1 is trained on approximately 40 times more data than the Cb-li model. The results
suggest that using publicly accessible LinkedIn profiles in addition to Crunchbase is a promising and viable approach to achieve greater
model performance for success prediction. Considering the fact that only a small dataset is collected from LinkedIn in the present work,
the true potential of LinkedIn data unfolds if large volumes of web content is collected.

In addition, we apply SHAP to gain a deeper understanding of the reasons behind the model's decision making. The summaries of the
characteristics of the Li model and the Cb-li model show that a mixture of characteristics related to investment, demographic factors,
work experience, and education play a crucial role in prediction, highlighting the importance of including a wide range of factors when
modeling the success of startups.

This work has both theoretical and practical implications. It contributes to the existing literature of startup success research by
reinforcing previous findings in a data-driven and model-based manner through supervised machine learning. The approach in the
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present study can be used to further explore new success factors, for example, based on the feature importance identified by applying the
Shapley approach, thus adding to the empirical body of knowledge. In addition, the research results can be used to develop an infor-
mation system to identify promising startups at scale using Crunchbase and LinkedIn data. The proposed information system enables
automated collection and data aggregation of investment-related information in a structured representation of web data, which facil-
itates the screening and due diligence process for VCs. In addition, VCs can use the proposed information system to monitor startups’
performance by regularly checking for changes in Crunchbase or LinkedIn, serving as an “early detection system” for future opportu-
nities for success. Finally, for startups, the information system can be used to evaluate the characteristics of companies based on the
information available in Crunchbase and LinkedIn. The absence of important success factors can be pointed out to companies, thus
serving as an advisory program.

8. Limitations and future directions

The explainability of machine learning models is an important issue for both scientists and practitioners (Raff and Sylvester, 2018).
For example, VCs need to understand why they should invest in and promote a particular startup. This could be due to the fact that they
have already invested in similar companies or that the startup has certain value propositions that are of interest to the investor. While
SHAP provides a solid understanding of the feature relevance and the reasoning behind the model's decision-making, correlation does
not imply causality: it is therefore difficult to draw such inferences from non-linear and highly complex machine learning models such as
LGBM. Therefore, recent advances in learning interpretable models will be explored, which will pave the way for learning fair models
and representations that are invariant to sensitive attributes such as gender, race, etc. Causal models aim to capture the underlying
mechanism driving the decision-making process while ignoring other domain-specific factors. In the future, we aim to train independent
models and detect anomalies and strong deviations from the model that may indicate new trends.

Furthermore, the completeness of the used data can be biased towards successful and large companies, as other studies have shown
(Retterath and Braun, 2020). In addition, Retterath and Braun (2020) found that greater financing rounds are more likely to be reported
than lower ones. The size of funding rounds is also more likely to be reported for larger funding rounds than for smaller ones. Moreover,
data quality depends heavily not only on the update schedule of the Crunchbase team, but also on the willingness of users to frequently
update their information on Crunchbase and LinkedIn. This fact may cause the predictive power of our models to differ from the actual
predictive power. Therefore, multiple or more reliable sources such as Pitchbook and VentureSource are desirable as ground truth to
validate the present study (Retterath and Braun, 2020).
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