Assessment of Photon Recycling in Perovskite Solar Cells by Fully Coupled Optoelectronic Simulation

Simon Zeder, Beat Ruhstaller, and Urs Aeberhard
Fluxim AG, Winterthur 8400, Switzerland

(Received 2 September 2021; revised 8 November 2021; accepted 8 December 2021; published 20 January 2022)

An optical dyadic Green’s function framework to describe the transverse electromagnetic fields in a planar perovskite solar-cell stack is coupled to an electronic drift-diffusion model for rigorous treatment of photon recycling in the wave-optics regime for a realistic photovoltaic device. The optical model provides the local reabsorption rate as well as a detailed-balance compatible radiative prefactor, which are used in the electronic model to achieve a self-consistent solution that yields the full optoelectronic device characteristics. The presented approach provides detailed insights into the impact of photon recycling on device performance under different regimes of charge transport and recombination and can help identify the various electronic and optical losses for nonideal, realistic devices. The global efficiency of photon recycling is quantified by defining quantum efficiencies of reabsorbed radiation, while the local efficiency can furthermore be quantified by defining an effective local radiative prefactor. The model introduced here can be used to guide the design of future devices that exploit the full potential of photon recycling.
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I. INTRODUCTION

In the past few years, hybrid metal-halide perovskite materials have become more and more popular for use in single-junction and multijunction (tandem) solar cells, especially in combination with crystalline silicon, where for both device architectures new record efficiencies could be reached recently (>25% for single-junction [1] and >29% for Si tandem cells [2]). Similarly, perovskite semiconductors have been gaining attention also for use in light-emitting devices. One aspect making this material ideally suited for photovoltaic energy conversion is the strong optical absorption and remarkably low nonradiative recombination for high-quality perovskites, which allows such devices to operate close to the radiative limit [3–5]. Furthermore, an exceptionally large joint density of states (JDOS) close to the band edge leads to a very sharp absorption edge in these materials [6], which in turn results in a low Stokes shift and hence a pronounced overlap of absorption and emission spectra. The combination of these properties leads to sizable photon-recycling (PR) effects due to reabsorption of internally emitted photons [7,8] with a positive effect on device performance, such as an increase in open-circuit voltage ($V_{OC}$) [9] for photovoltaic devices and improved external quantum efficiency due to the reabsorption and re-emission of guided into leaky modes for light-emitting devices [10]. Modeling and simulation can play a decisive role in understanding these processes as internal emission and reabsorption are difficult to assess experimentally.

Modeling of PR coupled to electronic transport has already been employed for some time, most prominently in GaAs (gallium arsenide) photovoltaic devices, however, largely based on ray-optical approaches [11–13]. Treatments of PR beyond the ray-optical approximation in thin-film perovskite devices have been limited to purely optical estimates of the open-circuit voltage enhancement using either a detailed-balance approach [9,14,15] or a rigorous solution of Maxwell’s equations in the dipole picture [16,17] for external and internal emission. While the former usually relies on the generalized Kirchhoff law [18] for external emission, which correctly takes the optical environment of the full device into account, and on the van Roosbroeck-Shockley (VRS) relation [19] for internal emission, which assumes emission into an optically homogeneous medium (and which is therefore inconsistent
with the aforementioned generalized Kirchhoff law), the latter calculates the internal emission taking the wave optics of the device into account. Yet, these dipole models suffer, on the one hand, from divergencies in emitted power due to nonradiative coupling to evanescent modes in the absorbing surrounding medium [20–22], which has to be circumvented by introducing nonphysical transparent regions around the dipole [16,23], and, on the other hand, from the lack of a detailed-balance compatible connection to the electronic excitation giving rise to the emission in the first place. In general, the full coupling of a wave-optical treatment of emission and reabsorption to the electronic transport problem beyond the radiative limit in a detailed-balance compatible way has not been achieved so far, as would be needed for a correct understanding of this phenomenon in thin-film perovskite solar cells. Such understanding would enable the further optimization of solar-cell designs to increase PR, the study of which has seen an increased interest recently (see, e.g., Raja et al. [24] and Cheng and O’Carroll [25] for recent reviews).

In this paper we present such a rigorous and fully coupled approach and apply it to a model system of a high-$V_{\text{OC}}$ device from the literature, in order to analyze the mechanisms and benefits of PR in realistic optical and electronic conditions (multilayer thin-film device, parasitic absorption, nonradiative recombination, nonideal band alignment, . . . ). The first part of the paper gives a short overview of the employed optical and electronic model and the coupling thereof. Then the description of the photovoltaic devices studied is given followed by a quantification of the benefits of PR, an analysis of the electrical losses and finally an assessment of the optical losses, both losses resulting in a deviation of the ideally achievable $V_{\text{OC}}$ enhancement due to PR. The paper is wrapped up with a summary and conclusion of the findings.

II. COMPUTATIONAL MODEL

In order to describe the physical processes in the solar cell, a mathematical model consisting of two parts is employed. On the one hand, the optical characteristics of the layered system are described using a dyadic Green’s function approach, which depends only on the stack geometry and the optical constants (complex refractive indices) of the materials. On the other hand, electronic transport processes are described using an established drift-diffusion model capable of simulating complex multilayer device architectures and processes including nonradiative recombination.

For sake of space and clarity, only the crucial parts of the optical model are described here, with the fully detailed description given in Ref. [26]. For a quasi-one-dimensional (1D) system where the in-plane dimensions are assumed to be infinitely extended the problem assumes an in-plane rotational symmetry such that it is beneficial to use cylindrical coordinates $(\vec{\rho}, z)$ with $\vec{\rho}$ the in-plane vector $\vec{\rho} = \vec{r}_1 - \vec{r}_2$. Furthermore, the real-space dyadic Green’s tensor $\tilde{G}(\vec{\rho}, z, z', E_\gamma)$ is preferably expressed in terms of its partial Fourier transform

$$
\tilde{G}(\vec{r}, \vec{r}', E_\gamma) \equiv \tilde{G}(\vec{\rho}, z, z', E_\gamma) = \int \frac{d^2 \vec{\rho}_\parallel}{(2\pi)^2} G(\vec{\rho}_\parallel, z, z', E_\gamma) \exp \left( i \vec{\rho}_\parallel \cdot \vec{\rho} \right),
$$

where $E_\gamma$ is the photon energy and $\vec{\rho}_\parallel$ the in-plane photon momentum. For sources $z'$ lying inside or in proximity to absorbing layers, the integral in Eq. (1) diverges due to the nonradiative coupling to longitudinal (evanescent) photonic modes [20–22]. This can be circumvented by realizing that for inorganic, nonexcitonic semiconductors radiative recombination primarily couples to transverse photons, which are related to the transverse part of the Green’s tensor $\tilde{G}_T(\vec{r}, \vec{r}', E_\gamma)$ [21,27–29], which is obtained here by subtracting the purely longitudinal part from the total Green’s tensor. For simplicity, the subscript $r$ is omitted and $\tilde{G}$ from now on directly refers to the transverse Green’s tensor.

Once the transverse Green’s tensor is computed for the given optical layer stack, it can be used to calculate the necessary input quantities for the electronic transport simulation. First, a detailed-balance compatible radiative recombination rate is obtained based on a general nonequilibrium quantum-kinetic framework (NEGF) [30] (and consistent with Würfel’s general formulations [18])

$$
\mathcal{R}_{\text{rad}}(z) = \int dE_\gamma \alpha(z, E_\gamma) D_\gamma(z, E_\gamma) \frac{c_0}{n_r(z, E_\gamma)} \times f_{\text{BE}}[E_\gamma - \Delta \mu_{cv}(z)]
\approx \int dE_\gamma \frac{4E_\gamma^2}{\pi \hbar^2 c_0} n_r(z, E_\gamma) \kappa(z, E_\gamma)
\times \Im \left[ \text{Tr} \tilde{G}(z, z, E_\gamma) \right]
\times \exp \left( \frac{-E_\gamma}{k_B T} \right) \left[ \frac{n(z) p(z)}{n_i^2(z)} - 1 \right]
\equiv \mathcal{B}_{\text{rad}}(z) \left[ n(z) p(z) - n_i^2(z) \right]
$$

where $\alpha$, $D_\gamma$, $n_r$, $\kappa$, and $\Delta \mu_{cv}$ are the absorption coefficient, the local photonic density of states (LDOS), real and complex part of the refractive index, and quasi-Fermi-level splitting, respectively. In the second expression we calculate the net emission rate by expressing the LDOS in terms of the imaginary part of the transverse part of the Green’s tensor $\tilde{G}_T(z, z, E_\gamma)$.

The paper is wrapped up with a summary and conclusion of the findings.
Furthermore, it is possible to derive an expression describing the local reabsorption rate caused by radiative emission at all other points \(z'\) in the layer stack:

\[
G_{\text{reabs}}(z) = \int dE_y \frac{8E_y^3}{\pi h^3 c_0} n_r(z, E_y) \kappa(z, E_y) \times \int dz' n_r(z', E_y) \kappa(z', E_y) \exp \left(-\frac{E_y}{k_B T}\right) \times \left[ \frac{n(z') p(z')}{n_i^2(z')} - 1 \right] \times \sum_{\mu, \nu} \int \frac{d^2q_1}{(2\pi)^2} |G_{\mu\nu}(q_1, z, z', E_y)|^2. \tag{3}
\]

It has been shown that such a local approach is fully compatible with global detailed-balance relations such as the generalized Kirchhoff relationship between global quasi-Fermi-level splitting and emitted photoluminescence spectra [18,26], which are frequently used for the characterization of solar cells [3,31,32].

Going beyond the analysis in Ref. [26], the optical model is now coupled to an electronic model to include realistic transport aspects. To this end, the two quantities from Eqs. (2) and (3) are included directly in the drift-diffusion formulation of the electronic transport problem, consisting of the Poisson equation and the electron and hole continuity equations, as implemented in the optoelectronic device simulator SETFOS [33].

\[
\frac{\partial}{\partial z} \left[ \varepsilon(z) \frac{\partial \psi(z, t)}{\partial z} \right] = q \left( n(z, t) - p(z, t) + \ldots \right), \tag{4a}
\]

\[
\frac{\partial n}{\partial t} = \frac{\partial}{\partial z} J_n(z, t) - R(z, t) + G(z, t), \tag{4b}
\]

\[
\frac{\partial p}{\partial t} = \frac{\partial}{\partial z} J_p(z, t) - R(z, t) + G(z, t), \tag{4c}
\]

where \(\psi\) is the electrostatic potential (with the right-hand side of Eq. (4a) representing the sum of all charges present in the system), \(J_n\) and \(J_p\) the electron and hole current densities, respectively, and

\[
R(z, t) = B_{\text{rad}}(z) \left[ n(z, t)p(z, t) - n_i^2(z) \right] + R_{\text{SRH}}(z, t),
\]

\[
G(z, t) = G_{\text{illum}}(z, t) + G_{\text{reabs}}(z, t),
\]

with \(R_{\text{SRH}}\) given by the usual expression for trap-assisted Shockley-Read-Hall (SRH) recombination [34]. The radiative rate prefactor \(B_{\text{rad}}\) and the reabsorption rate \(G_{\text{reabs}}\) are computed from the optical model based on the Green’s function. \(G_{\text{illum}}\) represents the charge generation caused by the external illumination and is calculated using the transfer-matrix method available in SETFOS [33]. To ensure consistency and detailed-balance compatibility (discussed in Ref. [26]), the same complex refractive index data was used for the computation of all optoelectronic quantities (\(B_{\text{rad}}, G_{\text{reabs}}, \text{and } G_{\text{illum}}\)). The computation of \(G_{\text{reabs}}\) depends on the unknown electron and hole densities \(n\) and \(p\) through radiative recombinations, hence an iterative approach is required. In this approach, once the Green’s functions for the given layer stack are calculated, the local generation rate due to PR is updated after each solution of \(n\) and \(p\) using the aforementioned Green’s function model, which again in turn gives rise to an updated \(n\) and \(p\) distribution (shown schematically in Fig. 1).

**III. RESULTS AND DISCUSSION**

The optoelectronic model introduced above can now be applied to a realistic solar-cell-device structure. As model systems the two high-\(V_{OC}\) device architectures presented by Liu et al. [32] are implemented, which both consist of an indium tin oxide (ITO) transparent electrode (150 nm), polytriarylamine (PTAA) as hole transport layer (HTL, 30/12 nm), a methylvanadium lead iodide (MAPI) perovskite absorber layer (280/510 nm) and phenyl-C61-butyric acid methyl ester (PCBM) as electron transport layer (ETL, 45 nm). The bottom electrode consists of a thin thiacuropine (BCP) layer (8 nm) and a silver (Ag) back reflector (80 nm). Both layer stacks are displayed schematically in Figs. 2(a) and 2(b). A fit of the measured \(J-V\) characteristics is then performed using the SETFOS device simulation software [33] by varying the SRH (trap) parameters as well as the electron and hole mobilities in the MAPI, HTL, and ETL. The fitted \(J-V\) curves along with the measured characteristics are shown in Fig. 2(c) for both architectures.

The fit is performed with the additional generation due to PR being taken into account, as PR is assumed to be present also in the actual measurement. It is assumed that...
radiative generation and recombination is restricted to the MAPI absorber. On the other hand, trapping with SRH recombination is present throughout the entire electrically active stack where additional thin (0.1 nm) interface layers are included at the PTAA-MAPI and MAPI-PCBM interfaces with the same electrical characteristics as MAPI but with increased SRH recombination rates in order to model strong recombination. The values of the parameters chosen for the drift-diffusion simulation are given within the Supplemental Material [35] and compared to the literature [32,33,36–44], alongside the complex refractive-index data used in the optical models [32,45–49].

A. Electrical-loss analysis

It is well known that PR in GaAs and perovskite solar cells (among others) leads to an increased $V_{OC}$ due to an enhanced quasi-Fermi-level splitting in the active region. Often this is modeled using an effective (reduced) prefactor for the radiative recombination rate [14,50], which however lacks any spatial information. Furthermore, the effectiveness of PR strongly depends on the nonradiative recombination channels, which can quickly quench any benefit from PR if dominant [51]. By employing a local approach as presented here such issues can be taken into account directly.

A comparison of the $J-V$ characteristics of the two devices in the presence or absence of PR is shown in Figs. 3(a) and 3(b), respectively. The open-circuit voltage and power-conversion-efficiency (PCE) enhancement is shown in Fig. 3(c) for the case where nonradiative SRH recombination is taken into account, in the radiative limit (i.e., zero nonradiative recombination) as well as in a purely optical limit (neglecting any electronic transport losses and assuming a spatially constant quasi-Fermi-level splitting corresponding to the applied voltage). The enhancement in $V_{OC}$ and PCE is obviously smaller in the realistic case compared to the radiative limit, as the nonradiative recombination quenches the internal emission and hence reduces the extent of possible PR (see also Fig. S4 within the Supplemental Material [35]). The optical limit is computed using a current-voltage characteristic of an ideal diode:

$$J(V) = -J_{0,rad} \exp \left( \frac{qV}{k_BT} \right) - 1,$$

with $J_{SC}$ the optical short-circuit current and $J_{0,rad}$ the radiative (ideal) dark saturation current. While $J_{SC}$ is pretty much equal in all cases for a given device, the dark saturation current has to be calculated from the radiative recombination current in the active absorber

$$J_{0,rad} = \frac{4q}{\pi \hbar^2 c_0^2} \int dE_y E_y^2 \exp \left( -\frac{E_y}{k_BT} \right) \times \int dz n_r(z,E_y) \kappa(z,E_y) \text{Im} \left[ \text{Tr} \frac{G}{G}(z,z,E_y) \right],$$

$$J_{0,rad} = J_{0,rad}^{\dagger} - \frac{8q}{\pi \hbar^2 c_0^2} \int dE_y E_y^4 \exp \left( -\frac{E_y}{k_BT} \right) \times \int dz n_r(z,E_y) \kappa(z,E_y) \int dz' n_r(z',E_y) \kappa(z',E_y) \times \sum_{\mu,\nu} \int \frac{d^2q}{(2\pi)^2} \left| G_{\mu\nu}(q,z,z',E_y) \right|^2,$$
FIG. 3. Comparison of electrical key figures of both devices with and without PR. (a) $J-V$ characteristics for three levels of ideality for device $A$. (b) Same for device $B$. The inset shows a detailed view of the marked area around $V_{OC}$. (c) Enhancement of $V_{OC}$ (bars) and PCE (lines) due to PR with SRH recombination, in the radiative limit and optical limit. See also Fig. S4 and corresponding discussion within the Supplemental Material [35].

energy-integrated local radiative emission, while the second term in Eq. (7) corrects this value by the amount that is reabsorbed in the MAPI layer. Employing such an ideal diode model, Eq. (5), implicitly assumes that the applied voltage directly governs the quasi-Fermi-level splitting in the active absorber and therefore any voltage loss in the charge-transport layers (due to, e.g., band misalignment, internal resistance due to finite mobilities, ...) is neglected. The values calculated by this method hence represent absolute upper limits for a given optical device structure.

While device $B$ still shows a considerable discrepancy between the radiative and the optical limit and hence room for improvement when it comes to $(\Delta)V_{OC}$, device $A$ gets already very close to this absolute performance limit. The fill factor for both devices under consideration of transport is, however, still far from ideal, which can be explained by reduced extraction efficiency and finite mobilities when taking the full device into account.

For a more detailed analysis of the device behavior we focus on device $B$, as both architectures exhibit similar behavior in this regard and a conclusion based on the characteristics of one also holds for the other device. The plots showing the data for device $A$ can be found within the Supplemental Material [35]. Only radiative recombination in the bulk MAPI and SRH recombination in the interface layers are considered, as other contributions are negligible in comparison.

The radiative recombination rate in the MAPI is governed by the radiative rate prefactor $B_{rad}$, which is calculated from Eq. (2). By taking the photonic environment (LDOS) into account, considerable deviations from the VRS approximation arise. The VRS expression is based on detailed-balance considerations, however, assuming emission into an optically homogeneous medium, and is given by [19]

$$B_{rad}^{VRS}(z) = \frac{2}{\pi^2 h^4 c^3 n_i^2(z)} \int dE \gamma_E n_j^2(z,E) \kappa(z,E) \times \exp\left(-\frac{E}{k_B T}\right).$$

In Fig. 4 the radiative prefactor in the MAPI layer of device $B$ is plotted, calculated using the VRS expression from Eq. (8) (solid line) and using our Green-function-based expression from Eq. (2). As the complex refractive index is constant in the MAPI layer, the radiative prefactor in the VRS approximation $B_{rad}^{VRS}$ is also constant over the layer thickness, whereas the LDOS introduces significant spatial variation of $B_{rad}$ as calculated from the Green’s function.

As shown in Fig. 5(a), the spatially integrated recombination rates due to radiative transitions and trap-assisted SRH processes are of similar magnitude with some variation depending on the external voltage. As mentioned, the radiative recombination occurs mainly in the bulk MAPI absorber while the nonradiative recombination is split between the two interfaces with the CTLs, with the interface to the HTL tending to be dominant depending on the external voltage. This picture might be misleading, however, as it shows the gross radiative recombination.
rate as calculated from Eq. (2). In order to quantify the actual losses in the system it is more appropriate to use an effective radiative recombination rate defined as
\[
\mathcal{R}_{\text{eff}}(z) \equiv \mathcal{R}_{\text{rad}}(z) - G_{\text{reabs}}(z),
\]
which describes the local net loss due to radiative recombination. If this effective radiative recombination rate is considered, the relative loss balance shifts more towards nonradiative losses as shown in Fig. 5(b). Even though at first glance this seems like a change for the worse, a strong relative decrease in radiative recombination is a direct effect of efficient PR. Close to short-circuit conditions, \( \mathcal{R}_{\text{eff}} \approx \mathcal{R}_{\text{rad}} \) as PR is negligible there. The profiles of the absolute values of \( \mathcal{R}_{\text{rad}}(z) \) and \( G_{\text{reabs}}(z) \) for both devices are plotted in Fig. S7 within the Supplemental Material [35].

While the enhancement of the open-circuit voltage provides a direct measure of the absolute magnitude of PR in a given device, a useful quantity for the assessment and optimization of the PR efficiency can be defined in the shape of a reabsorption internal/external quantum efficiency (IQE/EQE) as follows:
\[
\eta_{\text{IQE}}(V) \equiv \frac{J_{\text{inj}}^+(V) - J_{\text{inj}}^-(V)}{q} \left[ \int dz \, G_{\text{reabs}}(z, V) \right]^{-1},
\]
\[
\eta_{\text{E QE}}(V) \equiv \frac{J_{\text{inj}}^+(V) - J_{\text{inj}}^-(V)}{q} \left[ \int dz \, \mathcal{R}_{\text{rad}}(z, V) \right]^{-1},
\]
where \( J_{\text{inj}}^+ \) and \( J_{\text{inj}}^- \) represent the injected current densities at the terminals with and without PR, respectively. The quantity in Eq. (10) describes the collection efficiency of the generated charges due to internal reabsorption, while the quantity of Eq. (11) additionally takes into account incomplete reabsorption of the internal emission, similar to the usual internal and external quantum efficiencies defined for incident illumination.

The two efficiencies are plotted in Figs. 6(a) and 6(b), respectively, for both devices around \( V_{\text{OC}} \) in the case of SRH and in the radiative limit. For \( V \ll V_{\text{OC}} \) the IQE goes to 1 in every case, i.e., perfect collection of internally generated carriers is observed. Close to \( V_{\text{OC}} \) the efficiency drops sharply and finally vanishes for \( V \gg V_{\text{OC}} \) regardless of the recombination type considered. This means that for low voltages, diffusion of such carriers is still sufficient for them to be extracted and PR has a measurable impact on the net current at the contacts, while for large forward bias diffusion of internally generated carriers is
fully suppressed and they are confined inside the absorber until they eventually recombine either nonradiatively or radiatively with photon emission into a lossy mode (out-coupled, parasitically absorbed, ...). At this point, there is no measurable impact of PR at the contacts anymore. This can be directly visualized by plotting the dark currents in the radiative limit with and without PR, as shown in Fig. 7. While at low bias the injection current with PR lies considerably below the injection current without PR, they become equal at higher voltages even though the gross radiative recombination current with reabsorption, given by

\[ J_{\text{rad}}(V) = q \int dz R_{\text{rad}}(z, V), \]  

(12)

stays much larger, with the difference in currents being dissipated from the system. At the maximum power point, however, the majority of charge carriers generated through reabsorption still contribute to the terminal current. It is interesting to note that these quantum efficiencies are not necessarily always higher for lower nonradiative recombination, as for both devices the quantum efficiencies in the radiative limit temporarily fall short compared to the SRH case. In both devices this, however, happens for voltages larger than \( V_{\text{OC}} \).

On the other hand, the EQE\textsubscript{reabs} shown in Fig. 6(b) follows the same functional dependence as the IQE\textsubscript{reabs}, reduced by the fraction of internally emitted radiation, which is not reabsorbed in the system. This fraction that is lost is slightly higher for device A due to the thinner absorber thickness.

To increase the impact of PR, this drop in reabsorption quantum efficiency should be shifted to higher voltages if possible. This can be achieved by increasing the built-in field of the device to counteract the applied forward bias, for example, by doping the charge-transport layers. In Fig. 8 the IQE\textsubscript{reabs} is shown for both devices for increasing doping density (\( n \) doping in PCBM and \( p \) doping in PTAA). In both devices the loss in IQE\textsubscript{reabs} is shifted to higher applied voltages (by approximately 130 mV for device A and approximately 80 mV for device B) and therefore PR has a beneficial impact on device current over a larger voltage range, where the impact is stronger on device A due to the thinner absorber thickness (and hence larger built-in field in the absorber). At the same time, the increase in \( V_{\text{OC}} \) is from 1.259 to 1.304 V for device A and from 1.263 V to 1.288 V for device B (see also Fig. S9 within the Supplemental Material [35]).
B. Optical-loss analysis

Aggregate quantities such as the internal and external quantum efficiencies for internally emitted light can be useful to quickly assess the overall efficiency of PR in a device. However, emission and reabsorption possess a strong inherent dependency on the local photonic environment and hence the device geometry. The present modeling approach allows for a detailed assessment of PR efficiency with spatial resolution. It is possible to define an effective radiative rate prefactor in the LED sense as follows:

\[
\mathcal{B}_{\text{rad}}^{\text{eff,LED}}(z) \equiv \mathcal{B}_{\text{rad}}(z) - \frac{8}{\pi \hbar^2 c_0^2 n_i^2(z)} \times \int dE \gamma_{\gamma}(z, E) \exp\left(\frac{-E_{\gamma}}{k_B T}\right) \times \int dz' n_r(z', E) \kappa(z', E) \exp\left(\frac{-E_{\gamma}}{k_B T}\right) \times \sum_{\mu, \nu} \int d^2 \mathbf{q} G_{\mu \nu}(\mathbf{q}, z', z, E) \sqrt{|\mathbf{G}_{\mu \nu}(\mathbf{q}, z', z, E)|^2}. (13)
\]

The second term describes the correction due to reabsorption of radiation emitted at the source point \(z\), i.e., \(\mathcal{B}_{\text{rad}}^{\text{eff,LED}}\) describes the emitted radiation which is irrecoverably lost from the system. It is now possible to calculate a spatial profile and to reveal possible areas of large optical losses (e.g., plasmon losses close to a metallic electrode), as shown in Fig. 9.

Perfect PR would be theoretically achieved for \(\mathcal{B}_{\text{rad}}^{\text{eff,LED}}(z)/\mathcal{B}_{\text{rad}}(z) \rightarrow 0\) everywhere. This, however, would in turn mean that there is zero outcoupling, and due to the reciprocity principle also zero incoupling of external
radiation, i.e., only guided modes exist inside the device. Therefore, for a solar cell, there will always be some degree of internal emission losses. For both devices $A$ and $B$, the loss of internally emitted light increases sharply towards the ETL interface. In general, it is to be expected to have reduced PR efficiency for emission close to the absorber boundaries as a larger portion of light escapes the active absorber. The asymmetry in the present case points, however, to the Ag back reflector as the cause of these losses, which is supported by the data obtained for varying ETL thicknesses. For ETL thicknesses below the original value of $d_{PCBM} = 46$ nm, the asymmetry increases and the losses in internally emitted radiation become large, as the active MAPI absorber is moved closer to the back electrode.

For the optical environment of the given devices, the fate of propagating photons emitted into the loss cone is described by the out-of-plane component of the Poynting vector, which is given by [26]

$$S_z(z, E_y) = \frac{4E_y}{k^3 G_2} \int dz' n_r(z', E_y) k(z', E_y) \times \exp \left( -\frac{E_y}{k_B T} \right) \left[ \frac{n(z') p(z')}{n_i^2(z')} - 1 \right] \times \text{Im} \int \frac{d^2 q}{(2\pi)^2} \sum_{\mu} \chi_{\mu}(q_{||}, z, z', E_y), \quad (14)$$

with

$$\chi_{z}(q_{||}, z, z', E_y) \equiv G_{z}(q_{||}, z, z', E_y) \left[ \left( \partial_z G_{z}(q_{||}, z, z', E_y) \right)^* \right], \quad (15a)$$

$$\chi_{y}(q_{||}, z, z', E_y) \equiv G_{y}(q_{||}, z, z', E_y) \left[ \partial_y G_{y}(q_{||}, z, z', E_y) \right]^*, \quad (15b)$$

$$\chi_{x}(q_{||}, z, z', E_y) \equiv G_{x}(q_{||}, z, z', E_y) \left[ \partial_x G_{x}(q_{||}, z, z', E_y) \right]^* + i q_{||} G_{x}(q_{||}, z, z', E_y). \quad (15c)$$

The resulting photon-flux profile for device $B$ is shown in Fig. 10(a). The strong asymmetry of the photon flux is caused by the Ag back reflector, which can be recognized by the dominant negative photon flux at the left-most and thus top-most interface. While most of the MAPI layer acts as a photon source ($dS_z/dz > 0$), the other layers act as photon sinks ($dS_z/dz < 0$).

By relating the absorption of each layer in the device to the total internally emitted light, a detailed loss analysis of the latter is possible. In order to take into account light emitted into arbitrary modes instead of the loss cone only, the photon flux given by the Poynting vector as described in Eq. (14) is not sufficient and the relative absorbances should be evaluated using the integrated reabsorption rate

$$[\text{which is shown in Fig. 10(b) for device } B]$$

$$\tilde{a}_l = \left( \int d\Omega_l G_{\text{reabs}}(z) \right) \times \left[ \int dz R_{\text{rad}}(z) \right]^{-1}, \quad (16)$$

with $l$ the layer index and $\Omega_l$ the spatial domain of layer $l$. The resulting absorbances are plotted in Fig. 11(a) for both devices and split into outcoupled and parasitically absorbed contributions, as well as the contribution of reabsorbed radiation in the MAPI layer. The plotted values are calculated at $V_{MPP} = 1.07$ V (same for both devices), as there is only a small variation of the relative contributions over applied voltage due to spatial shifts in radiative recombination (see Figs. S10 and S11 within the Supplemental Material [35] showing the full voltage dependence). The corresponding plots for Fig. 10 for device $A$ are again shown within the Supplemental Material [35].
FIG. 11. Loss analysis of the internally emitted radiation calculated at an external voltage of $V_{MPP} = 1.07 \text{ V}$. The two plots in each subplot show the same data with the right one showing an enlarged view of the marked areas to better visualize the differences between devices. (a) Loss channels of the internally emitted radiation, normalized to the total internally emitted power, for both device geometries. (b) More detailed dissection of the parasitic absorption losses with the relative contributions of each layer in the two devices.

From Fig. 10(a) one is led to the conclusion that a large fraction of the radiatively emitted power is outcoupled through the front surface (while outcoupling through the back is negligible as transmission through the Ag back reflector is small). While this is true for propagating photons in the loss cone, taking all modes into account the outcoupled fraction shrinks to 5.2% and 8.5% for device $A$ and $B$, respectively. The largest fraction for both devices is indeed reabsorbed in the MAPI absorber (71.4% and 74.8%) and is contributing to PR, while parasitic absorption in the other layers amounts to roughly 23.5% and 16.7%. A more detailed look at the parasitic absorption shown in Fig. 11(b) further supports the conclusions drawn from the analysis of $B_{\text{rad}}(z) / B_{\text{rad}}(z)$: while the top layers (ITO and PTAA) only play a marginal role in parasitic absorption (10% and 9% combined, respectively), the largest losses are observed in the Ag back reflector and PCBM ETL (for both devices approximately 56% and 31%, respectively) which are responsible for the reduced PR efficiency close to the ETL interface inside the MAPI. Yet, it is worthwhile to note that the Ag electrode plays a crucial role in the PR process: without it, large portions of internally emitted light would be lost through the back side of the device and overall the benefits of a back reflector can outweigh the drawbacks when it comes to reabsorption, given the plasmonic losses can be reduced (by e.g., using a semitransparent electrode in conjunction with a Bragg reflector).

To check the influence of the Ag back reflector, we conduct a purely optical analysis using the architecture of device $A$. The optical-loss analysis changes if the back electrode is made transparent, as depicted in Figs. 12 and 13. Keeping everything else the same, the optical properties (complex refractive index) of the Ag back electrode are replaced with the properties of ITO (as is the case in bifacial solar cells). The relative absorptances are plotted in Fig. 12 where the largest share of optical power is absorbed in the MAPI absorber (approximately 78%), with a slightly increased share of outcoupled light from 5.2% to 8.5%. The photon-flux profile is shown in
IV. CONCLUSION

A modeling approach is presented that combines an optical model based on a Green’s function formalism with a charge-carrier drift-diffusion model for the full optoelectronic simulation of thin-film solar cells where reabsorption of internally emitted light (PR) plays a crucial role. Using the dyadic Green’s functions, a detailed-balance compatible expression of the radiative recombination rate prefactor as well as of the internal reabsorption rate as a function of electron and hole densities can be derived. These quantities are then directly considered in the electronic simulation to reach a self-consistent solution of the optoelectronic device equations. Two realistic MAPI single-junction device structures are used as model system by fitting the measured $J-V$ characteristics using the aforementioned model.

For both devices, the influence of PR could be quantified in different regimes of nonradiative recombination, where a potential enhancement in $V_{OC}$ of up to approximately 50 mV can theoretically be achieved. When taking electronic losses into account, however, this enhancement reduces to approximately 40 mV (radiative limit) and approximately 15 mV (including nonradiative SRH recombination). Particularly the SRH recombination at the HTL and ETL interfaces quenches the radiative recombination, which is dominant in the bulk MAPI. It is, however, useful to distinguish between the gross and effective radiative rates, as only the effective rate describes the actual radiative loss at a given point in the device.

Further, the definition of internal and external quantum efficiencies for reabsorbed radiation, similarly to the efficiencies commonly defined for external illumination, allows a quantification of the extent of the contribution such generated charge carriers make to the current at the terminals as a function of the external voltage. It is shown that for voltages close to $V_{OC}$ the internally generated charges become trapped in the device and do not contribute anymore to the device current as they are lost to nonradiative or lossy radiative modes before extraction.

It is also shown that through the definition of an effective radiative rate prefactor $B_{rad}^{eff,LED}$ the efficiency of PR can be resolved spatially. While in the bulk the reabsorption efficiency is quite high, it decreases towards the interfaces, where the optical environment additionally plays a crucial role, such as metallic layers introducing plasmon and absorption losses. At the same time, metallic reflectors act as useful barriers to reduce losses incurred by light outcoupling through the rear electrode, as can be analyzed directly by considering the photon fluxes calculated using again the dyadic Green’s functions.

In conclusion, PR has a sizable effect on device performance in metal halide perovskite solar cells and should be taken into account in the design process. However, the processes involved are complex and strongly couple optical
and electronic properties. Using the device simulation approach presented here, these aspects can be considered in a comprehensive and quantitative manner.
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