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Refined drift-diffusion model for the simulation of charge transport across
layer interfaces in organic semiconductor devices

S. Altazin,! C. Kirsch,? E. Knapp,? A. Stous,’ and B. Ruhstaller'?
' Fluxim AG, Katharina-Sulzer-Platz 2, CH-8400 Winterthur, Switzerland
2Zurich University of Applied Sciences, Institute of Computational Physics, Winterthur, Switzerland

(Received 7 June 2018; accepted 31 August 2018; published online 3 October 2018)

We present a new approach to simulate the transport of charges across organic/organic layer inter-
faces in organic semiconductor devices. This approach combines the drift-diffusion formalism away
from the interface with a hopping description of the charge transport in the vicinity of the interface.
It has been implemented in the commercial software SETFOS allowing for fast simulations of the
complete device. This new model takes into account both recombination and generation mechanisms
across the interface enabling the modeling of charge-generation/recombination interfaces for the
numerical simulation of tandem devices. Using this approach, it is also possible to simulate devices
using 1,4,5,8,9,11-Hexaazatriphenylenehexacarbonitrile as a hole-injection layer. This particular
material has a very deep HOMO level (approximately 9.5 eV), which would seemingly prevent such
a layer to be used as a hole-injection material in the framework of traditional drift-diffusion
models. © 2018 Author(s). All article content, except where otherwise noted, is licensed under a

Creative Commons Attribution (CC BY) license (http:/creativecommons.org/licenses/by/4.0/).
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I. INTRODUCTION

Organic light-emitting devices (OLEDs) are gaining
ground as the technology for next generation devices in
display and lighting applications. A crucial point for the
commercialization of this new technology is to achieve stable
devices with a slow degradation. One way to improve the
lifetime' of these devices is to build OLEDs in a tandem
architecture,2 because tandem OLEDs require a lower electric
current to achieve a certain luminance level compared to
single-junction devices. Therefore, the device degradation is
reduced. Moreover, recent record-efficiency organic photo-
voltaic cells (OPVs) were achieved using tandem architec-
ture. In this application, the tandem architecture is used to
stack different active materials that are sensitive to different
wavelength regions of the solar spectrum. An important point
for the performance of tandem devices is a good electrical
connection between the different “sub-stacks.” This connec-
tion is often made of an organic/organic semiconductor junc-
tion in order to minimize optical losses and in order to
guarantee the integration into the manufacturing process. The
goal is for this junction to act as a charge-recombination
interface (CRI) (for OPVs) or as a charge-generation inter-
face (CGI) (for OLEDs).

To our knowledge, the only attempt to perform a simula-
tion of an organic tandem device was reported by Feiping
et al.? using a previously published model from Qi et al.* to
capture the physics of metal-oxide-based charge-generation
units. However, their model is mainly based on the classical
semiconductor theory and does not cope with the physics of
organic/organic interfaces and with the hopping-transport
mechanism, which is at the heart of recent developments of
organic electronics.’

For the modeling of organic/organic interfaces, in
general, several approaches have been proposed, though most
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of the time for single-carrier devices: Cottaar e al.® proposed
a model in which the electric current at the interface can be
described using an effective electric field; however, it is not
clear how this approach can be generalized to the simulation
of CGI or CRI interfaces involving both electrons and holes.
An important point in their contribution, though, was to take
into account short-range Coulomb interactions in order to
reproduce Monte Carlo (MC)-simulation results of the charge
transport in organic materials.

Earlier on, Ruhstaller er al.”® proposed to modify the
drift-diffusion current at the interface between two organic
semiconductors by a Boltzmann factor depending on whether
the drift current drives the carriers to go upward or downward
in energy. Even though this approach is able to qualitatively
reproduce the electrical characteristic of multilayer devices, it
produces some discontinuities in the current-voltage curve
when the sign of the electric field is changing at the interface
of the two organic materials.

Staudigel ez al.” also proposed a model to describe charge
transport at the organic/organic interface in the framework
of drift-diffusion simulations; however, their approach was not
satisfying the thermal equilibrium'® where the Fermi level
should be constant (and continuous) across the whole device if
no bias is applied. De Falco e al.'' also came up with a drift-
diffusion model for the simulation of bulk-heterojunction solar
cells taking into account the geometry of the interface between
the donor and acceptor materials; however, they considered
that electrons (respectively, holes) can only be found in the
donor (respectively, acceptor) materials, making this approach
difficult to generalize for arbitrary combinations of materials.

Arkhipov et al. also studied the organic/organic interface
by means of a hopping model,'? but their approach was
focused on the interface only and they were not able to simu-

late the whole organic device.
O
© Author(s) 2018. @ ev
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Here, we present a mathematical model which is able to
capture the physical processes at the CGIs and CRIs described
above. Our new interface model is based on the hopping-
transport theory. It is coupled with the drift-diffusion formal-
ism away from the interface, therefore, enabling fast simulations
of complete devices while considering a charge-hopping
model locally. This approach has been implemented in the
latest version of the semiconductor device simulation soft-
ware SETFOS 4.6'3 by Fluxim AG, such that users can take
advantage of state-of-the-art optical, electronic, and excitonic
models. This new model is available in the drift-diffusion
module after introducing an interface in the layer stack. Here,
we present simulation results for devices with CGIs or CRIs
and we study the impact of the novel model on the simulated
device performance. The results compare favorably with
experimental data already published in the literature,'*"> thus
validating the model assumptions and implementation. It
goes without saying that the interface-modeling approach can
equally be applied to device stacks of more than two func-
tional units (namely, multi-unit OLEDs that yield high
current and luminance as well as multi-unit solar cells that
yield higher power conversion efficiencies).

In Sec. II, we will describe in detail the mathematical
model for the different processes occurring at the interface
between two organic semiconductor materials and how to
couple this interface model with the standard drift-diffusion
formalism used in the bulk of these materials. In Sec. 111, we
will show some validation with experimental data from the
literature. In Sec. IV, we will demonstrate the simulation of
tandem OLED and OPV devices using the drift-diffusion for-
malism combined with this new model.

Il. MODELING APPROACH
A. Single-carrier transport

Charge transport in organic semiconductors is locally
governed by thermally assisted tunneling, often known as
hopping between the different molecules.'® Several ways of
simulating devices made of organic semiconductors have
been presented so far. Continuum models evolved from
inorganic semiconductor theory and they make use of the
drift-diffusion equations'’ to study materials with discrete
energetic transport levels.”'®!? Other approaches consider the
hopping transport at the molecular scale in disordered systems
using kinetic Monte Carlo?*' or master equation (ME)****
simulation. Intermediate models take into account the disor-
dered nature of energy levels but they treat transport in a con-
tinuous way.”>>’ All approaches were able to describe the
charge transport in organic semiconductor devices, but the
drift-diffusion simulation is often preferred for the simulation
of complex devices made of several organic layers, due to
computational speed. The master equation (ME) and Monte
Carlo (MC) approaches were found useful to derive effective
charge-carrier mobility models'®** which can be used as an
input for the drift-diffusion model. However, the modeling of
organic/organic interfaces requires a special treatment in the
drift-diffusion approach, whereas nothing special needs to be
considered in a hopping-based transport model (MC or ME).
A key disadvantage of ME and MC simulations is their long
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computation time, which is mainly related to the 3D lattice
representation of the semiconductor material.

In drift-diffusion simulations, the main approach used so
far for modeling the charge transport across organic/organic
interfaces was to consider the continuity of the quasi-Fermi
levels (for holes and electrons) across the interface.'>*® This
approach, while correct at equilibrium (no applied bias), fails
to properly represent the physics at the interface far from equi-
librium, when the hopping across the interface becomes a lim-
iting factor for the transport in the device. We will show below
that the quasi-Fermi level continuity condition is only valid at
equilibrium or if the hopping rate is very high. Moreover, the
quasi-Fermi level continuity completely neglects the possible
exchange of electrons between the highest occupied molecular
orbital (HOMO) on one side of the interface with the lowest
unoccupied molecular orbital (LUMO) on the other side of the
interface. In this section, we propose an approach to tackle this
issue by coupling a hopping model in the vicinity of the inter-
face with a drift-diffusion model away from the interface.

In a standard hopping model for electrons, the Miller-
Abrahams hopping rate®* from one site to another is given by

|AE/,r| + AEl,r

2pT )exp[—Vd(y, 2)]. (D

vexp (—q
This equation states that an electron can jump from one site
to another with a rate which exponentially depends on the
energy of two sites and the distance separating them. The
Miller-Abrahams rate assumes that the transport is based on a
phonon-assisted tunneling mechanism,” more details about
this mechanism can be found in Ref. 30. In Eq. (1), v repre-
sents the Miller-Abrahams pre-factor, y the inverse tunneling
distance, and d(y, z) the distance between sites on opposite
sides of the interface, located at coordinates y and z, respec-
tively. AE;, represents the LUMO energy difference and the
variation of the energy due to the electric field.

Across the interface (we assume here a single energy
level for the LUMO in both organic materials, however, the
model can be extended to multiple energy levels by integrat-
ing over the density of states), we have

AE;, = LUMO, — LUMO, — V, +V, (2)

where the last terms, —V, 4 V;, accounts for the relative
energy change of the of the LUMO (in eV) due to the elec-
tric field, V representing the electric potential.

In this model, we will consider, at the interface, that the
electric charges can only hop from the last molecular layer
on the left hand side of the interface to the first molecular
layer on the right hand side of the interface (and vice versa).
Therefore, we find that the total hopping rate, per second, for
an electron in the LUMO on one side of the interface to the
LUMO on the other side of the interface (TrLymorLumor) can
simply be expressed as the total number of available target
sites multiplied by the Miller-Abrahams hopping rate:

TrumorLumor

AE;,|+AE;,
= ”ar(No,r —n,)vexp <q|[§1|<TL) exp[—yd(y,z)ldydz,
3)
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FIG. 1. Graphical representation of the number of states available in the first
layer of the material on the right-hand side of the interface for a particle
sitting in the last layer of material 1. The distance d(y,z) between the charge
and the target site has a crucial impact on the Miller-Abrahams hopping rate.

where a, represents the inter-site distance on the right-hand
side of the interface, Ny, the density of states on the right-
hand side of the interface, and »n, the concentration of
electrons on the right-hand side of the interface. Thus, the
product a,(No» — n,) is the number of sites available (per m2)
in the first molecular layer on the right-hand side of
the interface. Here, the distance d(y,z), corresponds to the
distance between a point in the plane before the interface
at the coordinate 0, 0 and a point in the plane after the inter-
face at coordinates y, z. This distance can be expressed

as y/ (45%)" 432 + 22
A schematic explanation of the derivation of Eq. (3) can

be found in Fig. 1.
Finally, Trumo1Lumor can be written as

|AEZ,r| + AEI,V)

TrumorLumor = ar(No, — n,)V exp (‘CI T
B

4)

with the hopping constant V (in m? per second) defined as

V= HV exp[—yd(y. 2))dy dz. (&)

The electron flux through the interface per second per m”
from left to right JymorLumor 1s given by the product of the
electron number density on the left of the interface multiplied
by the transfer rate TymorLumor:

Jrumorrumor = amiTrumorLumor (6)

where n; represents the electron number density (per m?) in
the vicinity of the interface on the left hand side.
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Similarly, the electron flux through the interface in the
other direction J,; can be written as

Jrumor,Lumor = arn Trymor,Lumor @)

AE, | +AE,
where Trumor.Lumor = ai(Noy — n))V €XP(—CI [AEITAE, 2’,lBT ‘).

The net electron flux through the interface from ’left to
right can finally be written as

Jint,umo,Lumo = JrumorLumor — Jrumor,Lumor- ®

Finally, in order to take into account the charge hopping
across the interface between the two organic materials in a
standard discretized drift-diffusion simulator, one just needs
to include the two additional equations:

Jpp tesi(iy 1) = Jine Lumo.Lumo (1, 1)
= Job right (R, Nig1), )

where Jpp ien(ni, ny) (respectively, Jppighi(ny, nit1)) tepre-
sents the drift-diffusion flux on the left (respectively, right)
hand side of the interface as a function of the discretized
electron number density just before (respectively, after) the
interface on the left (respectively, right) n; (respectively,
n;y1) (see Fig. 2). The drift-diffusion flux can be approxi-
mated using the Scharfetter—Gummel scheme.'” A graphical
representation of the discretization, clarifying the notation
used in the formula above, is shown in Fig. 2.

We note that in the expression of TryuorLumor, the Pauli
exclusion principle has been assumed (an electron can only
hop to a site with no electron present); however, this principle
is often neglected in standard drift-diffusion simulations where
the Boltzmann statistics is assumed instead of the Fermi-Dirac
statistics. Indeed at low charge-carrier density, the exclusion
principle does not have a big influence on the charge-carrier
distribution and thus the Boltzmann statistics is a good
approximation of the Fermi-Dirac statistics in this regime. The
hopping rates Trymorrumor (respectively, TrumorLumor) may
be simplified in a similar manner by neglecting the occupancy
of a target site with the simple approximation Ny — n ~ Nj.
Interestingly, using this approximation, we find the following
relation from Eq. (8) at thermal equilibrium with zero net elec-
tron flux through the interface (Jiu.Lumo.Lomo = 0):

n.  No, AE;,
—_— = - =), 10
P, No,lexp( q kBT> (10)

Thus, the ratio of the electron number densities at the left

Org/Org interface
Hopping

Drift-diffusion l
n'n

| r A
(ni_z Nig n; \l( Nix N Nis3 \

\ ]\ )
| |

Organic material 2

Drift-diffusion

Organic material 1

FIG. 2. Graphical representation of the discretization used in this work and
implemented in the simulation software SETFOS 4.6.
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FIG. 3. Schematic representation of the different possible charge exchanges
happening at the interface between two organic semiconductor materials,
visualized in the molecular-energy-level diagram. The left diagram illustrates
the electron exchange among HOMO levels as well as hole exchange among
LUMO levels of neighboring materials. The middle diagram represents the
charge generation and recombination across the layer interface, whereas the
right diagram again visualizes generation and recombination across a larger

energy gap.

and right sides of the interface is determined by the jump in
the LUMO energy across the interface and the device temper-
ature if the occupancy of target sites is neglected. This means
that we find the Fermi-level continuity across the interface in
this approximation. A similar result can be obtained for a
non-zero current assuming that the parameter v of the
Miller-Abrahams hopping rate is very high (i.e., the charges
across the interface tend to reach their equilibrium very fast).
This means that the developed model can be seen as an
extension of the more standard quasi-Fermi level continuity
for situations out of equilibrium.

B. Bipolar devices

The approach presented for electrons in the first part can be
derived in a similar way for holes. Moreover, it can be extended
in order to consider electrons hopping from the LUMO on one

Q
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side of the interface to the HOMO on the other side of the inter-
face, which corresponds to interface recombination. Also, in
order to satisfy the detailed-balance principle,®’ the reverse
process has to be considered: where electrons from the HOMO
on one side of the interface jump in the LUMO on the other
side, which corresponds to interface generation. This latter
effect, which is not obvious at first sight, is of primary impor-
tance to simulate a hole-injecting layer with a very deep
LUMO level (approximately 5.5eV) such as 1,4,5,8,9,11-
Hexaazatriphenylenehexacarbonitrile (HAT-CN)*? used in
OLEDs. An example of an OLED making use of a HAT-CN
injection layer is shown in the supplementary material.

A schematic representation of all the possible charge
exchanges happening across the interface is summarized in
Fig. 3.

Using a similar concept as in Sec. I A, the electron
hopping flux from the LUMO on the left to the HOMO on
the right (JLumoraomor) can be written as

JrumorHomor = amiTLumorHOMOr» (1D

with the hopping rate defined as

TrumorHOMOr

|AELumorHOMOr| + AELUMOI,HOMOr)

(12)
In the reverse process, electrons hop from the HOMO on the
right-hand side to the LUMO on the left-hand side with a
flux given by

Jromoz,Lumor = ar(No, — pr)THoMOrLUMOIS (13)

where the rate is defined as

Tromor.Lumol

q |AExomor.Lumor| + AEHOMOr,LUMOl)

=a;(No,—n))Vexp (— T
B

(14)

102.
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FIG. 4. Comparison of experimental current-voltage characterization from the literature and simulations using SETFOS of bilayer devices exhibiting charge-
carrier generation properties. (a) refers to Sakanoue ez al.'* and their experiment with F16CuPc/m-MTDATA bilayers, whereas (b) refers to Opitz et al.'> and
their experiment with H16CuPc/F16CuPc bilayers. See table S1 and table S2 in supplementary material for a list of the material parameters.
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Therefore, in order to include these new hopping fluxes
within the drift-diffusion formalism, similar to Eq. (9), one
has to solve the following equations:

Ipp e Mi 1) = Jing Lumo,Lumo (i, 1)
+Jrumoniromor(ny, pr)

—Juomor,Lumor(n, pr), (15)

Jop right(Mr; i 1) = Jine Luso Lumo (1, 1)
+JuomorLumor(pis 1)
—JLumor.Homo(pis r)- (16)
In the above equations, each term depends on two charge
carrier number densities of neighboring sites according to the

discretization scheme of Fig. 2. Two similar equations can be
derived for the continuity of the hole current.
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While we have introduced four new unknowns for the
hole and electron number densities at the interface
(ny, ny, p1, pr), indeed in the standard approach (without this
new organic/organic interface), no charge density point would
coincide with the interface between the two organic materials.
These unknowns are related via the four new equations intro-
duced here. These four unknowns can be determined by
solving the four new equations that have been introduced
[Egs. (15) and (16) and similar ones for the hole-current
continuity]. This new model for the simulation of organic/
organic interfaces has been incorporated in the commercial
semiconductor device simulation software SETFOS."?

lll. COMPARISON WITH EXPERIMENTAL RESULTS

In order to validate the modeling approach introduced
in Sec. II, measurements reported in the literature have been
qualitatively compared with SETFOS simulations. In order
not to introduce too many unknown parameters and as a
proof of concept, only simple device stacks representing

b) TAPC
MADN 20eV. prpp
-2.5eV BPHEN
2.7eV Aluminum
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5.4 eV
-5.5eV
-6.2 eV
caGl
’T\ 35 —— without doping
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g 25
> 20+
h—
1]
C 15¢
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o
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c
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&) ol : . , . .
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Applied voltage (V)

FIG. 5. Energy diagram for the simulated tandem OPV composed of two sub-cells with identical active-layer material (“polymer”) (a) and of the tandem
OLED inspired by the publication of Springer et al. (b). Simulated IV curve of the corresponding device with or without doping the layers surrounding the CRI
and CGI, respectively, (c) and (d). We also show the IV curve of a single cell device in (c) and (d) (green) for comparison. See table S3 and table S4 in supple-

mentary material for a list of the material parameters.
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CGIs for tandem OLEDs or for hole injection have been
simulated. The first one is from Sakanoue er al.'* In this
publication, the authors fabricated a bilayer device made of
F16CuPc (LUMO =4.9¢eV, HOMO =6.3eV) and Cs;H4gN4
(m-MTDATA) (LUMO 1.85eV, HOMO 5.0eV), the
former being a good electron-conducting material and the
latter being a common hole-transport material. Using this
combination of materials and aluminum electrodes, the
authors noticed an unusually high reverse current which
cannot be attributed to electrons and holes injected from the
electrodes. They attributed this current to the generation of
charge carriers across the interface—indeed the small
energy difference between the LUMO level of F16CuPc
and the HOMO of m-MTDATA (0.1eV) allows electrons
from the HOMO of m-MTDATA to hop into the LUMO of
F16CuPc at room temperature. Using SETFOS, we were
able to nicely reproduce this behavior (see Fig. 4). There are
several reasons why the current increases when a voltage is
applied: first, charges are injected in the device and due to
the drift and the diffusion, they can move away from the
injecting interface. Then at the organic-organic interface,
the current will increase because more charge carriers will
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be present on one side of the interface and less on the other
side, therefore favoring the transfer of charges across the
interface.

Similar findings were obtained with the second example
from the literature published by Opitz ef al.'®> where a bilayer
PEDOT:PSS/H16CuPc/F16CuPc/LiF/Al device was charac-
terized. We can also notice that the forward current (injected
at the electrodes) is less than the reverse current (generated at
the interface). The same observation was made by Opitz et al."
when interpreting the IV characteristic of their device. For
the simulation, we have assumed injection-barrier heights of
0.3 eV and that the HOMO of the H16CuPc was lying only
0.2eV below the LUMO. In the original publication, the
authors reported an interlayer HOMO-LUMO energy gap of
1.2 eV; however, this value seems too large to allow elec-
trons from the F16CuPc to hop into the H16CuPc at room
temperature, unless some interfacial effects such as dipoles
or band bending can reduce this energy difference. At this
stage, we did not intend to introduce additional parameters in
the simulation and, therefore, neglected these two effects
such that the simulation result in Fig. 4 agrees with experi-
mental data only qualitatively. Nevertheless, we will see in
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FIG. 6. Band diagram of the tandem OPV (a) at Maximum Power Point (MPP) (1 V applied) and corresponding charge-carrier densities (c). Band diagram of
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Sec. IV that considering charge doping of the layers sur-
rounding the CGI is crucial for the quantitative simulation of
tandem devices. We also notice that the simulated forward
(injected) current [see Fig. 4(b)] does not match properly
with the experimental results (from Opitz et al). This fit
could be improved by introducing field-dependent motilities.
However, we did not want to complicate the simulation
since the main observations can already be reproduced
qualitatively.

IV. SIMULATION OF TANDEM DEVICES

In this section, we demonstrate that our new interface
model can be used to simulate tandem devices that contain
CGI or CRI bilayers. Both a homo-tandem OPV device, with
the same active materials in both sub-cells, and a tandem
OLED (Organic Light Emitting Diode) have been simulated
(inspired from Springer et al.>?; see Fig. 5). Concerning the
tandem OPV (Organic Photovoltaic Device), the high
open-circuit voltage can be attributed to the indirect serial
connection of the two sub-cells. It is noteworthy that this
high open-circuit voltage (see Fig. 5), which is higher than
the built-in voltage induced by the electrode work-function
difference, cannot normally be achieved in standard drift-
diffusion simulations without using an additional interface
model as described in Sec. II of this contribution.

It is also important to notice that the CGI of the tandem
OLED is located between two materials with a rather large
HOMO-LUMO difference (more than 2eV for the OLED
case and more than 0.8 eV for the OPV case). This is neces-
sary in order to ensure the electron (respectively, hole) injec-
tion into the adjacent layers. Even though the charge
generation appears impossible at first sight (due to the high
HOMO-LUMO difference), it actually takes place due to the
high potential drop (i.e., strong electric field) across the inter-
face, therefore, decreasing the effective energy difference
between the HOMO and the LUMO [see Eq. (2)]. This last
point can be observed in Figs. 6(a) and 6(b), where we can
notice the strong bending of the HOMO and the LUMO at
the CRI and CGI. This potential drop is achieved by using
heavily doped layers surrounding the CGI: the n- and
p-doping across the interface leads to a local PN junction
with a strong electric field in the space-charge region
(i.e., near the interface). In the simulation examples shown in
Figs. 5 and 6, charge-doping levels on the order of 10*° cm™
are used. Without the charge dopant, the charge generation
across the interface would not be efficient enough and would,
therefore, limit the electric current flowing through the
device. A simulation example for a tandem solar cell without
electrical doping of the charge-generation unit is shown in
Fig. 5(c). We can notice the strong S shape appearing and
the low current flowing through the device if the applied
voltage is above the open-circuit voltage. Similar results are
found in the OLED case where the current across the device
is strongly reduced when removing the CGI charge dopants
in the simulation [see Fig. 5(d)].

Also, in these simulations, the hopping parameter V was
chosen such that the generation/recombination across the
interface was not limiting the current through the device, a
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value of 5- 107> m?s™! was chosen for the OLED case and a
value of 5-107"m*s™" was chosen for the OPV case.
Therefore, the choice of this value was not yet motivated by
a physical consideration, either ab initio modeling using the
Marcus theory34 or suitable experiments, to be defined, could
help for the calculation of this rate.

The charge-carrier profiles are shown in Fig. 6, where
we can notice the good injection properties from the doped
layers (surrounding the CRI and CGI) in the neighboring
active layers, moreover, the hole and electron concentrations
remain approximately constant in these layers due to the
strong electrical doping.

V. CONCLUSIONS

In this contribution, a new and refined model for the
charge transport across organic semiconductor interfaces was
presented. This model is based on the hopping theory, and it
is coupled to the standard drift-diffusion model away from
the interface for a complete device simulation. It is found
that this model can be seen as an extension and generaliza-
tion of the more standard quasi-Fermi level continuity found
in most drift-diffusion solvers available today. Moreover, by
taking into account the possible transfers of electrons from
the HOMO to the LUMO across the interface, it has been
shown that this model can be used to simulate CGIs and
CRIs and, therefore, tackle tandem and multi-unit devices
(both OLEDs and OPVs). Thereby we have demonstrated
that the standard hopping theory coupled with a standard
drift-diffusion transport equation is able to master the com-
plexity of charge transport across organic/organic interfaces.
The modeling of organic/organic interfaces as presented in
this contribution could be further refined by introducing an
effective field at the interface as in Ref. 6 but also by intro-
ducing a local density of states in the vicinity of the interface
as suggested in Ref. 35. Further investigations should be
directed toward the choice of the value for the hopping rate
pre-factor (V). Also, the presence of interface charges should
be investigated further by means of both simulations and
characterization techniques, as it can have a strong impact on
the local electric field,*® therefore impacting the hopping
rate. Finally, this model could also be generalized for 2D or
3D drift-diffusion device simulators.

SUPPLEMENTARY MATERIAL

See supplementary material for the simulation of OLEDs
using HAT-CN as a hole-injection material.
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