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Abstract 

Modern management and digitalization are gaining momentum in the public sector. Governments 
and municipalities are trying to catch up to the private sector, where the adoption of Artificial 
Intelligence (AI) is further advanced. Research about AI in the public field is still in the early 
stages, but publications have increased in the last few years. This paper analyzes the current 
literature regarding the adoption of AI in the public sector. The goal is to evaluate if there are 
suitable frameworks that help public institutions introduce, build, and run AI applications. To this 
goal, articles are evaluated how much the existing frameworks support the adoption AI process. 

1. Introduction 

The adoption of artificial intelligence (AI) applications is moving fast in the public sector and 
seems to be very beneficial for creating public value (Misuraca et al., 2020). However, the research 
about AI's adoption, use, and impacts is heavily skewed towards the private sector. A recent 
literature review showed that from 1142 articles, only 59 cover the specific application of AI in the 
public sector (van Noordt & Misuraca, 2020a). Nevertheless, the uptake of AI in public 
administration is now an essential topic in states' political agendas worldwide and especially in the 
EU (van Noordt et al., 2020). The challenges for the authorities are manifold and consist of the 
topics like the need for governance, transparency, data collection, and prevention of discrimination 
(van Noordt & Misuraca, 2020b). The introduction and adoption of AI bring various challenges that 
fall into the following groups: social, economic, ethical, political, legal, organizational, data-related, 
and technological (Sun & Medaglia, 2019). While the social, ethical, and political challenges 
belong to the broad field of AI governance, organizational and technical aspects can be covered by 
frameworks that help organizations tackle these issues.  
There are many different definitions of AI, based primarily on what is regarded as intelligence. Due 
to the constant development of new capabilities that AI can achieve, those definitions continue to 
develop further (Misra et al., 2020). Also, the expectations toward AI are often still unclear 
(Nordström, 2021). For this article, we choose the definition of (Wirtz et al., 2019), which is based 
on a literature review and unifies several other definitions: "AI refers to the capability of a 
computer system to show humanlike intelligent behavior characterized by certain core 
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competencies, including perception, understanding, action, and learning". Going further, the term 
AI application is defined as "the integration of AI technology into a computer application field with 
human-computer interaction and data interaction". However, this is still just a snapshot of what is 
currently viewed as AI or AI applications; this might change over time. This change in the 
perception of AI is referred to as the so-called "AI effect" (McCorduck, 2004). This effect describes 
technologies described as AI in the past that are not called AI today because society got used to 
them – so the current classification might be invalid in 5 – 10 years (Misuraca et al., 2020). 
While AI is now regarded as general-purpose technology (European Commission. Joint Research 
Centre., 2020), few researchers concentrate on concrete frameworks that help adopt artificial 
intelligence (Alsheibani et al., 2020). This paper aims to research the literature about AI in the 
public sector for existing frameworks. Secondly, these frameworks should be assessed if and how 
they can be used or modified to support agile AI adoption in the public sector. This leads to two 
following questions: 
Q1: Can suitable frameworks be found in the literature, especially in the area of AI in the public 
sector 
Q2: How can the existing framework contribute to the agile adoption of AI in the public sector with 
concrete guidelines and fields of action 
The goal is to examine which frameworks, or at least artifacts, can be used to develop an agile 
adoption approach. The available articles are graded from this point of view; the grade is not meant 
to measure quality. 
This paper should help give guidance regarding AI adoption in the public sector, particularly about 
the current state of available frameworks. It should also identify further research needs to develop 
an agile approach for adopting AI in the public sector. 

2. Research Method and Evaluation 

Critical factors for the adoption of AI in the public sector are subject matter knowledge, 
organizational structures, and a methodical approach (Wirtz et al., 2019). Unfortunately, limited 
resources and know-how are, together with budget restrictions, the common barriers to adopting 
new technologies in public institutions (van Noordt & Misuraca, 2020b). Therefore, a framework 
should offer structured guidance for introducing artificial intelligence to help institutions overcome 
these barriers (Bauer, 2020). Guidelines might include assessing the AI readiness, 
recommendations for different levels of the institution's hierarchy, and concrete directions to 
navigate the adoption process. In practice, it is also essential to maintain the AI application 
throughout the whole lifecycle, which means that the framework should cover more than only the 
introduction of a prototype (Sorgenfrei et al., 2014). Therefore, this paper suggests a list of 
requirements used to assess the existing frameworks in the literature (Table 1). 
The search was conducted through Scopus and WOS with the search terms "ai AND public sector" 
and "artificial intelligence AND public sector" in the time range of 2018 to 2022. Due to the small 
number of results, the search was also extended to Google Scholar. Other keyword combinations 
were tried but led mostly to irrelevant results, e.g. including the health sector or AI solutions for 
Covid-19-related challenges. The titles and abstracts were screened if the papers were eligible for 
further analysis. One criterion was that only academic papers were included, and the time range 
was set to the past five years. As the next step, the papers were reviewed for frameworks. 
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Figure 1 - Selection process of the relevant articles. Source: authors 

Eight papers presented different kinds of frameworks related to AI in the public sector and were 
further examined. The frameworks were assessed by using several attributes. First was the coverage 
of the AI application lifecycle in the public sector (Levy et al., 2021) to check how broad the 
method is. The lifecycle describes six steps from idea through the production stage to 
dismantlement. Because this cycle focuses mainly on purchased third-party solutions, the 
"procurement" step was extended by "build the solution" to consider if AI applications are built in-
house. 
A framework for AI adoption should cover as much of the lifecycle as possible to ensure that the 
focus is not only on rapid prototyping but also on productive deployment and evaluation. 
Another interesting aspect is whether the proposed approach is very general or offers concrete steps 
and fields of action. Frameworks can then facilitate access to AI solutions and reduce the need for 
technical knowledge (Bauer, 2020). It is also essential that the framework addresses different layers 
of abstraction (Sun & Medaglia, 2019). An example of a multi-level structure is the macro, meso, 
and micro model of Veale and Brass (Veale & Brass, 2019). Studies from other sectors showed that 
agile approaches might be a better fit for developing and adopting AI (Kruse et al., 2019). The trend 
towards agile development and management is now increasing in the public sector, following the 
agile movement in the private sector (Mergel et al., 2018). Agility should not be limited only to the 
development phase but should also be extended to deployment and maintenance (Ruf et al., 2021). 
These methods are derived from the DevOps movement and are now the focus of research as 
MLOps  (Mäkinen et al., 2021). Another evaluation metric is whether the frameworks assess the 
different grades of AI readiness (Peretz-Andersson et al., 2021). Lastly, technology adoption and 
technological-organizational aspects should be considered because this might be a crucial aspect of 
AI's successful, productive usage. Also, the acceptance and confidence in the decision made by AI 
should be regarded (Chong et al., 2022). Therefore, an user acceptance model like UTAUT2 
(Unified Theory of Acceptance and Use of Technology) (Cabrera-Sánchez et al., 2021) for user 
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acceptance and TOE (Technology–Organization–Environment Framework) or DOI (Diffusion of 
Innovation) for adoption in organizations (Schaefer et al., 2021) should be somehow incorporated 
into the framework. 

Table 1 - Weighted requirements for AI adoption frameworks; Source: author 

Requirement Weight Description 
R1: Coverage of the AI lifecycle 10% Is the AI lifecycle considered in the framework? 
R2: Concrete steps and fields of 
action 

20% Does the framework offer concrete steps in fields of 
action on how to adopt AI? Can the framework be used as 
a guideline? 

R3: Granularity on multiple levels 20% Is there a multi-level model (macro, meso, micro) that 
offers various forms of granularity? 

R4: Agile aspects (e.g., MLOps) 25% Were agile development principles considered in the 
framework, for example, MLOps? 

R5: Consider AI maturity 10% Is the framework adaptive to different levels of AI 
maturity? 

R6: Incorporation of other 
methods (e.g., UTAUT2, DOI, 
TOM) 

15% Does the framework incorporate standard models for 
technology adoption like TOE or user acceptance models, 
e.g., UTAUT2? 

The attributes were accordingly weighted to emphasize the aspects of agility, granularity, and field 
of action. In total, these weights sum up to 100%, the most emphasis is on the requirements R2 – 
R4. Because there are already several frameworks to determine the AI readiness of organizations, 
its weight is relatively low.  

3. Findings and evaluation results 

In total, eight articles were identified suggesting frameworks in the realm of AI in the public sector. 
The presented frameworks cover different aspects of artificial intelligence in the public sector. The 
variety ranges from prevention of discrimination, assessing the impact of AI, or even multi-layer 
conceptual frameworks.  
Each framework was evaluated according to the given requirements. The fulfillment of each 
requirement was rated on a scale from one to five, with a score of five being the highest grade for 
fulfilling the requirement ultimately or delivering additional aspects in that area. A score of one 
means that the aspect is not covered at all. The emphasis was on agile aspects, concrete steps, and 
multi-level usage to ensure that the framework is oriented towards practical use. 

Table 2 - Results of the assessment; Source: authors 

Requirement R1 evaluated how much the AI application lifecycle is considered. Learnings from 
other sectors like healthcare show, that the attention to the whole lifecycle is currently underrated 
(Jackson et al., 2019). Several frameworks use parts of the AI lifecycle like design, development, 
and deployment (Buhmann and Fieseler 2022), whereas Van Noordt and Misuraca focus on the 
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adoption steps in general. Wirtz and Müller presented cycles and adoption processes at different 
organizational and technical layers. The other papers are more specialized on distinct aspects and 
less oriented towards a specific AI application lifecycle. Thus, their framework concentrates mainly 
on the factors influencing AI adoption and the resulting outcomes. 
The second requirement, R2, was derived from Q2, highlighting the need for practical advice. 
Almost all articles tend to be conceptual, whereas (Yfantis & Ntalianis, 2020) offer a more tangible 
solution based on game theory. This approach is not very common in practice and might be 
challenging to apply in public sector institutions. The most concrete steps are presented by Makasi 
et al. because the fields of action are tightly coupled to the ITIL (Information Technology 
Infrastructure Library) framework. 
In hierarchical organizations like they can be found in the public sector (Pūraitė et al., 2020), it 
might be helpful to cover different levels of abstraction. The grade for requirement R3 reflects if 
the framework supports this or not. Two articles (Wirtz and Müller 2019 and Misuraca and Viscusi 
2020) introduce this multi-level approach that can be used or extended for a future agile framework. 
Misuraca and Viscusi use macro, meso, and micro as system levels, while Wirtz and Müller 
introduced policy, application, functional and technical layers. Depending on the perspective, both 
models are suitable as a base for another framework. 
In order to foster trust in AI applications, openness is a crucial aspect (Bostrom, 2017). Openness 
can be achieved using an agile approach combined with transparency principles (Zieni et al., 2021). 
The idea of MLOps (Machine Learning Development and Operations or ML DevOps) or other 
agile practices was not mentioned in any framework. Because the implementation of AI 
applications is heavily data-driven, AI projects could similarly benefit from using agile methods 
like Big Data Analytics (BDA) projects. There the use of agile is already partially established and 
recognized as beneficial (Grady et al., 2017). Several newer papers show, that the use of agile 
methods in Machine Learning (ML) projects can improve the project outcomes in terms of failure 
rate and duration (Ranawana & Karunananda, 2021; Uysal, 2022). The lack of presence of agile 
methodologies in the existing frameworks can indicate that further research is needed in that field 
and was covered by requirement R4. 
Public sector institutions often show low AI readiness (Mutawa & Rashid, 2020), which should 
also be considered in an adoption framework. This is indicated by requirement R5. Since there are 
already existing methods to assess readiness (Holmstrom, 2021), this requirement has the lowest 
weight. The papers from Misuraca et al. and van Noordt discuss the necessary prerequisites to 
adopt AI, which implies that they presume a minimum level of readiness. 
Frameworks like TOE or DOI help better understand the technology adoption process (Alsheibani 
et al., 2018). Also, user acceptance plays an important role and can be recognized with models like 
UTAUT2 (Gansser & Reich, 2021). Requirement R6 evaluates whether one of these existing 
methods was considered in the frameworks. None of these models were mentioned, which might be 
another field for future research regarding the public sector. 

4. Conclusion and future work 

This paper aims to answer research questions Q1 and Q2 about the availability of frameworks for 
AI adoption in the public sector. First, the literature was scanned for articles about AI in public 
institutions. The resulting 96 papers were analyzed to whether they present a framework that might 
support the adoption process. The relatively small number of articles and the recent publication 
dates indicate that the research about AI in the public sector, especially the adoption, is still in the 
early stages.  
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Q1: Even if the total number of eight identified frameworks is small, Q1 can be answered with yes. 
Q2: Regarding Q2, some frameworks contribute to the adoption of AI in the public sector, but the 
top scores (2.7) indicate that the existing frameworks still lack essential support for certain aspects. 
Primarily requirements R4 and R6 are not supported at all, whereas R5 is at least supported by three 
out of four of the best-rated frameworks. This shows that agile aspects and existing models for 
technology adoption need to be incorporated with the already existing work. This would then result 
in a higher score (four and above), representing an improved framework for AI adoption in the 
public sector with some practical relevance. 
The number of existing frameworks for the public sector is relatively small, and they differ in focus 
and field of application. Those covering the AI adoption process are more on the conceptual side of 
the spectrum; frameworks helping to identify concrete fields of action are still scarce. Another 
conclusion could be that the review process should be repeated to see how the research develops in 
that area 
Newer approaches like MLOps are not yet covered in the public sector research. These models may 
be going to be included within the following years. Also, models covering technology adoption on 
organizational levels like TOE or DOI are not represented in the AI research of the public sector. 
The same is true for user acceptance models like UTAUT2. Another underrepresented area is the 
coverage of the AI application lifecycle. Only two papers describe such a lifecycle so far (De Silva 
& Alahakoon, 2021; Levy et al., 2021).  
Because applications are typically purchased for 5+ years in the public sector, the maintenance and 
life cycle play an essential role. This is an area that should be researched further to help the public 
IT have a long-term perspective on the adoption of AI. The research about AI in the private sector 
is already more advanced, and there these trends started to emerge in the last two years. Therefore, 
it is also a finding that there is still much potential for research in this area. 

5. References 

Alsheibani, S., Cheung, Y., & Messom, C. (2018). Artificial Intelligence Adoption: AI-readiness at Firm-Level. 9. 

Alsheibani, S., Messom, C., Cheung, Y., & Alhosni, M. (2020). Artificial Intelligence Beyond the Hype: Exploring the 
Organisation Adoption Factors. 12. 

Bauer, M. (2020). Machine Learning in SME: An Empirical Study on Enablers and Success Factors. 12. 

Bostrom, N. (2017). Strategic Implications of Openness in Development. Global Policy, 8(2), 135–148. 
https://doi.org/10.1111/1758-5899.12403 

Buhmann, A., & Fieseler, C. (2022). Deep learning meets deep democracy: Deliberative governance and responsible 
innovation in artificial intelligence. BUSINESS ETHICS QUARTERLY. https://doi.org/10.1017/beq.2021.42 

Cabrera-Sánchez, J.-P., Villarejo-Ramos, Á. F., Liébana-Cabanillas, F., & Shaikh, A. A. (2021). Identifying relevant 
segments of AI applications adopters – Expanding the UTAUT2’s variables. Telematics and Informatics, 58, 
101529. https://doi.org/10.1016/j.tele.2020.101529 

Chong, L., Zhang, G., Goucher-Lambert, K., Kotovsky, K., & Cagan, J. (2022). Human confidence in artificial 
intelligence and in themselves: The evolution and impact of confidence on adoption of AI advice. Computers in 
Human Behavior, 127, 107018. https://doi.org/10.1016/j.chb.2021.107018 

De Silva, D., & Alahakoon, D. (2021). An Artificial Intelligence Life Cycle: From Conception to Production. 
ArXiv:2108.13861 [Cs]. http://arxiv.org/abs/2108.13861 

European Commission. Joint Research Centre. (2020). Estimating investments in general purpose technologies: The 
case of AI investments in Europe. Publications Office. https://data.europa.eu/doi/10.2760/506947 

Gansser, O. A., & Reich, C. S. (2021). A new acceptance model for artificial intelligence with extensions to UTAUT2: 
An empirical study in three segments of application. Technology in Society, 65, 101535. 
https://doi.org/10.1016/j.techsoc.2021.101535 



73 

Grady, N. W., Payne, J. A., & Parker, H. (2017). Agile big data analytics: AnalyticsOps for data science. 2017 IEEE 
International Conference on Big Data (Big Data), 2331–2339. https://doi.org/10.1109/BigData.2017.8258187 

Holmstrom, J. (2021). From AI to digital transformation: The AI readiness framework. Business Horizons, 
S0007681321000744. https://doi.org/10.1016/j.bushor.2021.03.006 

Jackson, S., Yaqub, M., & Li, C.-X. (2019). The Agile Deployment of Machine Learning Models in Healthcare. 
Frontiers in Big Data, 1, 7. https://doi.org/10.3389/fdata.2018.00007 

Kruse, L., Wunderlich, N., & Beck, R. (2019). Artificial Intelligence for the Financial Services Industry: What 
Challenges Organizations to Succeed. Hawaii International Conference on System Sciences. 
https://doi.org/10.24251/HICSS.2019.770 

Levy, K., Chasalow, K. E., & Riley, S. (2021). Algorithms and Decision-Making in the Public Sector. Annual Review 
of Law and Social Science, 17(1), 309–334. https://doi.org/10.1146/annurev-lawsocsci-041221-023808 

Mäkinen, S., Skogström, H., Laaksonen, E., & Mikkonen, T. (2021). Who Needs MLOps: What Data Scientists Seek to 
Accomplish and How Can MLOps Help? ArXiv:2103.08942 [Cs]. http://arxiv.org/abs/2103.08942 

McCorduck, P. (2004). Machines who think: A personal inquiry into the history and prospects of artificial intelligence 
(25th anniversary update). A.K. Peters. 

Mergel, I., Gong, Y., & Bertot, J. (2018). Agile government: Systematic literature review and future research. 
Government Information Quarterly, 35(2), 291–298. https://doi.org/10.1016/j.giq.2018.04.003 

Misra, S. K., Das, S., Gupta, S., & Sharma, S. K. (2020). Public Policy and Regulatory Challenges of Artificial 
Intelligence (AI). In S. K. Sharma, Y. K. Dwivedi, B. Metri, & N. P. Rana (Eds.), Re-imagining Diffusion and 
Adoption of Information Technology and Systems: A Continuing Conversation (Vol. 617, pp. 100–111). Springer 
International Publishing. https://doi.org/10.1007/978-3-030-64849-7_10 

Misuraca, G., van Noordt, C., & Boukli, A. (2020). The use of AI in public services: Results from a preliminary 
mapping across the EU. Proceedings of the 13th International Conference on Theory and Practice of Electronic 
Governance, 90–99. https://doi.org/10.1145/3428502.3428513 

Mutawa, M. A., & Rashid, H. (2020). Comprehensive Review on the Challenges that Impact Artificial Intelligence 
Applications in the Public Sector. Proceedings of the 5th NA International Conference on Industrial Engineering 
and Operations Management, 10. 

Nordström, M. (2021). AI under great uncertainty: Implications and decision strategies for public policy. AI & 
SOCIETY. https://doi.org/10.1007/s00146-021-01263-4 

Peretz-Andersson, E., Lavesson, N., Bifet, A., & Mikalef, P. (2021). AI Transformation in the Public Sector: Ongoing 
Research. 2021 Swedish Artificial Intelligence Society Workshop (SAIS), 1–4. 
https://doi.org/10.1109/SAIS53221.2021.9483960 

Pūraitė, A., Zuzevičiūtė, V., Bereikienė, D., Skrypko, T., & Shmorgun, L. (2020). Algorithmic governance in public 
sector: Is digitization a key to effective management. Independent Journal of Management & Production, 11(9), 
2149. https://doi.org/10.14807/ijmp.v11i9.1400 

Ranawana, R., & Karunananda, A. S. (2021). An Agile Software Development Life Cycle Model for Machine Learning 
Application Development. 2021 5th SLAAI International Conference on Artificial Intelligence (SLAAI-ICAI), 
1–6. https://doi.org/10.1109/SLAAI-ICAI54477.2021.9664736 

Ruf, P., Madan, M., Reich, C., & Ould-Abdeslam, D. (2021). Demystifying MLOps and Presenting a Recipe for the 
Selection of Open-Source Tools. Applied Sciences, 11(19), 8861. https://doi.org/10.3390/app11198861 

Schaefer, C., Lemmer, K., Samy Kret, K., Ylinen, M., Mikalef, P., & Niehaves, B. (2021). Truth or Dare? – How can 
we Influence the Adoption of Artificial Intelligence in Municipalities? Hawaii International Conference on 
System Sciences. https://doi.org/10.24251/HICSS.2021.286 

Sorgenfrei, C., Ebner, K., Smolnik, S., & Jennex, M. E. (2014). FROM ACCEPTANCE TO OUTCOME: TOWARDS 
AN INTEGRATIVE FRAMEWORK FOR INFORMATION TECHNOLOGY ADOPTION. Tel Aviv, 20. 

Sun, T. Q., & Medaglia, R. (2019). Mapping the challenges of Artificial Intelligence in the public sector: Evidence 
from public healthcare. Government Information Quarterly, 36(2), 368–383. 
https://doi.org/10.1016/j.giq.2018.09.008 



74 

Uysal, M. P. (2022). Machine Learning and Data Science Project Management From an Agile Perspective: Methods 
and Challenges. In V. Naidoo & R. Verma (Eds.), Advances in Logistics, Operations, and Management Science 
(pp. 73–88). IGI Global. https://doi.org/10.4018/978-1-7998-7872-8.ch005 

van Noordt, C., Medaglia, R., & Misuraca, G. (2020). Stimulating the Uptake of AI in Public Administrations: 
Overview and Comparison of AI Strategies of European Member States. EC-AI-WATCH, 10. 

van Noordt, C., & Misuraca, G. (2020a). Evaluating the impact of artificial intelligence technologies in public services: 
Towards an assessment framework. Proceedings of the 13th International Conference on Theory and Practice of 
Electronic Governance. https://doi.org/10.1145/3428502.3428504 

van Noordt, C., & Misuraca, G. (2020b). Exploratory Insights on Artificial Intelligence for Government in Europe. 
Social Science Computer Review, 089443932098044. https://doi.org/10.1177/0894439320980449 

Veale, M., & Brass, I. (2019). Administration by Algorithm? In Algorithmic Regulation (p. 30). 

Wirtz, B. W., Weyerer, J. C., & Geyer, C. (2019). Artificial Intelligence and the Public Sector—Applications and 
Challenges. International Journal of Public Administration, 42(7), 596–615. 
https://doi.org/10.1080/01900692.2018.1498103 

Yfantis, V., & Ntalianis, K. (2020). Exploring the implementation of artificial intelligence in the public sector. 
International Journal of Machine Learning and Networked Collaborative Engineering, 03(04), 210–218. 
https://doi.org/10.30991/IJMLNCE.2019v03i04.003 

Zieni, B., Spagnuelo, D., & Heckel, R. (2021). Transparency by Default: GDPR Patterns for Agile Development. In A. 
Kö, E. Francesconi, G. Kotsis, A. M. Tjoa, & I. Khalil (Eds.), Electronic Government and the Information 
Systems Perspective (Vol. 12926, pp. 89–102). Springer International Publishing. https://doi.org/10.1007/978-3-
030-86611-2_7 


	Seite 67
	Seite 68
	Seite 69
	Seite 70
	Seite 71
	Seite 72
	Seite 73
	Seite 74

